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PREFACE

This book contains the lectures delivered at the NATO Advanced
Study Institute on "Physics and Applications of Quantum Wells and
Superlattices"”, held in Erice, Italy, on April 21-May 1, 1987. This
course was the fourth one of the International School of Sclid-State
Device Research, which is under the auspices of the Ettor: Majorana

Center for Scientific Culture.

In the last ten years, we have seen an enormous increase 1n re-
search in the field of Semiconductor Heterostructures, as evidenced
by the large percentage of papers presented in recent international
conferences on semiconductor physics. Undoubtfully, this expansion
has been made possible by dramatic advances in materials preparation,
mostly by molecular beam epitaxy and organometallic chemical vapor
deposition. The emphasis on epitaxial growth that was prevalent at
the beginning of the decade (thus, the second course of the School,
held in 1983, was devoted to Molecular Beam Epitaxy and
Heterostructures) has given way to a strong interest in new physical
phenomena and new material structures, and to practical applications

that are already emerging from them.

The purpose of this Institute has been to address in an integrated
form the basic physical concepts of semiconductor wells and
superlattices, and their relation to technological applications based
in these novel structures. Although the goal has not been so much
to review the most recent results in the field, as to present the
fundamental ideas and how they can be implemented in new devices, we
hope that the reader will find these lectures also valuable as a re-

source of current research activity in the field.

After an introductory review of the evolution of semiconductor
superlattices since their inception in 1969, the book is divided in
four parts. First, the electronic band structure of superlattices
1s discussed in Chapter 2, followed by three chapters describing the

use of molecular beam epitaxy to the growth of heterostructures based




on III-v, II-VI, and IV compounds, respectively. The second part
focuses on their transport properties, both parallel and perpendic-
ular to the interface direction. The drastic influence of a strong
magnetic field on them -the best example of which is the quantum Hall

effect- occupies a significant fraction of this section.

Part three is devoted to optical properties. The characteristics
of radiative recombination are studied in Chapter 12, which also
considers the principles of guantum-well lasers. The inelastic scat-
tering of light by heterostructures is discussed in the next chapter,
followed by a study of far-infrared absorption, and of the effect of
a magnetic field on the optical properties. Finally, part four pre-
sents applications of quantum wells and superlattices based on either
their electrical or optical characteristics, including a discussion
of devices that might integrate them both.

We are thankful to A. Gabriele, who provided at the Ettore
Majorana Center the right atmosphere for the celebration of a scien-
tific retreat. We thank also L. Esaki, director of the School, for
his support during the different phases of the Institute, and to L.
L. Chang and K. Ploog, directors of a previous edition of the School,
for their advice in the organization of the Course. Finally, we are
grateful to the NATO Scientific Affairs Division, to the Italian
Ministries of Education and Scientific and Technological Research,
to the Sicilian Regional Government, to the U.S. Army European Re-
search Office, to the European and American Physical Societies, and
to International Business Machines, whose sponsorhip has made possi-

ble this International School.
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A PERSPECTIVE IN QUANTUM-STRUCTURE DEVELOPMENT

L. Esak:

IBM Thomas J. Watson Research Center
Yorktown Heights, New York 10598, U.S.A.

INTRODUCTION

In 1969, research on quantum structures was 1nitiated with a proposal
of an ''enginecered'' semiconductor superlattice by Esaki and Tsu (1)
(2). In anticipation of advancement 1n cpitaxy, we envisioned two
types of superlattices with alternating ultrathin layers: doping and
compositional, as shown at the top and bottom of Figure 1, respec-

tively.

The idea occurred to us while examining the feasibility of
structural formation by heterocpitaxy for such ultrathin barriers and
wells to exhibit resonant electron tunneling (3). Figure 2 shows the
calculated transmission coefficient as a function of electron energy
for a double barrier. When the well width L, the barrier width and
height, and the electron effective mass m* are assumed to be 50 A,
20A 0.5eV and one tenth of the free eleciron mass m,, respectively,
the bound energies, E, and E,, in the guantum well are derived to be
0.08 and 0.32 eV. As shown in the insert of the figure, 1f the energy
of incident electrons coincides with such bound energies, the
electrons tunnel through both barriers without attenuation. Such
unity transmissivity at the resonant condition arises from the de-
structive interference of reflected electron waves from inside (R)

with incident waves (1), so that only transmitted waves (T) remain.

The superlattice (SL) was considered a natural extension of
double- and multi-barrier structures where quantum effects are ex-
pected to prevail. An important parameter relevant to the observation

of such effects is the phase-coherent distance or, roughly, the
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Fig. 1. Spacial variations of the conduction and valence bandedges
in two types of superlattices: doping (top) and composi-
tional.

Fig. 2. Transmission coefficient versus election energy for a dcuble
barrier shown in the insert. At the resonant condition that
the energy of incident elections coincides with one of those
of the bound states, E, and E,, the electrons tunnel through
both barriers without attenuation.

electron inelastic mean free path, which depends heavily on bulk and
interface quality of crystals and also on temperature and values of
the effective mass. As schematically illustrated in Fig. 3, 1if
characteristic dimensions such as SL periods and well widths are re-
duced to less than the phase-coherent distance, the entire electron
system will enter a ''mesoscopic'' quantum regime of reduced dimen-
sionality, being placed in the scale between the macroscopic and the

microscopic.

In the early 1970s, we initiated the attempt of the seemingly
formidable task of engineering nanostructures in the search for novel
quantum phenomena (4). It was theoretically shown that the intro-
duction of the SL potential perturbs the band structure of the host
materials, yielding unusual electronic properties of quasi-two-
dimensional character (1) (2). Fig. 4 shows the density of states
p(E) for electrons with m* = 0.067m, in an SL with a well width of
100A and the same barrier width, where the first three subbands are

indicated with dashed curves. The figure also includes, for compar-




Fig. 3. Schematic
(hatched)
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ison, a parabolic curve E* for a three-dimensional (3D) system, a
steplike density of states for a two-dimensional (2D) system (quantum
well), a curve £§E-—Em—Enr* for a one-dimensional (1D} system (guantum
pipe or wire), and a delta function I&E -E, -E, -E,) for a zero-
dimensional (OD) system (qguantum box or dot) where the gquantum unit
is taken to be 100A for all cases and the barrier height is assumed
to be infinite in obtaining the guantized energy levels, E,, E, and
E,. Notice that the ground state energy increases with decrease 1in
dimensionality if the quantum unit is kept constant. Each guantized
energy level in 2D, 1D and OD is identified with the one, two and
three quantum numbers, respectively. The unit for the density of
states here is normalized to eV-icm-? for all the dimensions, although
ev-‘cm-? , evV-'cm-' and evV-' may be commonly used for 2D, 1D and 0D,

respectively.

The analysis of the electron dynamics in the SL direction pre-
dicted an unusual current-voltage characteristic including a negative
differential resistance, and even the occurrence of ''Bloch
oscillations.'' The calculated Bloch frequency f is as high as 250
GHz from the equation f =eFd/h, for an applied field F and a
superlattice period 4 of 10V/~m and 100A, respectively.

Esaki, Chang and Tsu (5} reported an experimental result on a
GaAs-GaAsP SL with a period of 200A synthesized with CVD (chemical
vapor deposition) by Blakeslee and Aliotta (6). Although transport
measurements failed to show any predicted effect, this system proba-
bly constitutes the first strained-layer SL having a lattice mismatch
1.8% between GaAs and GaAs, B, 5.

Esaki et al. (7) found that an MBE (molecular beam epitaxy)-grown
GaAs-GaAlAs SL exhibited a negative resistance in its transport
properties, which was, for the first time, interpreted in terms of
the above-mentioned SL effect. Although our early efforts focused
on transport measurements, Tsu and Esaki (8) calculated optical non-
linear response of conduction electrons in an SL medium. Since the
first proposal and early attempt, the field of semiconductor SLs and
quantum wells (QWs) has proliferated extensively in a cross-

disciplinary environment (9).
I1. EPITAXY AND SUPERLATTICE GROWTH

Heteroepitaxy is of fundamental interest for the SL and QW growth.

Innovations and improvements in growth techniques such as MBE (10),
MOCVD (metalorganic chemical vapor deposition) and MOMBE during the
last decade have made possible high-quality; heterostructures. Such
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structures possess predesigned potential profiles and impurity dis-
tributions with dimensional control close to interatomic spacing and
with virtually defect-free interfaces, particularly, in a lattice-
matched case such as GaAs - Ga,_,Al,As . This great precision has

cleared access to a ''mesoscopic'' quantum regime.

The semiconductor SL structures have been grown with III-V, II-VI
and IV-VI compounds, as well as elemental semiconductors. Fig. 5
shows the plot of energy gaps at 4.2K versus lattice constants for
zinc-blende semiconductors together with Si and Ge. Jcining lines
represent ternary alloys except for Si-Ge, GaAs-Ge and InAs-GaSb.
The introduction of II-VI compounds apparently extended the available
range of energy gaps in both the high and the low direction: that
of ZnS is as high as 3.8eV and all the Hg compounds have a negative
energy gap or can be called zero-gap semiconductors. The magnetic
compounds, CdMnTe and 2ZnMnSe are relative newcomers in the SL and QW

arena.

Semiconductor hetero-interfaces exhibit an abrupt discontinuity
in the local band structure, usually associated with a gradual band-
bending in its neighborhood which reflects space-charge effects.
According to the character of such discontinuity, known hetero-
interfaces can be classified into four kinds: type I, type
II-staggered, type II-misaligned, and type III, as illustrated in
Fig. 6(a) (b) (¢) (d): band offsets (left), band bending and carrier

confinement (middle), and SLs (right).

The bandedge discontinuities, AE. for the conduction band and

AE, for the valence band, at the hetero-interfaces obviously command
all properties of QWs and SLs, and thus constitute the most relevant

parameters for device design. For such fundamental parameters, AE.
end AE, , however, the predictive qualities of theoretical models are
not very accurate and precise experimental determination cannot be
done without great care. 1In this regard, the GaAs-GaAlAs system is
most extensively investigated with both spectroscopic and electrical
measurements. Recent experiments have reduced an early established
value of AE./AE;, 85% to somewhat smaller values in the range between

60 and 70 percent.

III. RESONANT TUNNELING AND QUANTUM WELLS

Tsu and Esaki (11) computed the resonant transmission coefficient as
a function of electron energy for multi-barrier structures from the
tunneling point of view, leading to the derivation of the current-
voltage characteristics. The SL band model previously presented,




assumed an infinite periodic structure, whereas, in reality, not only
a finite number of periods is prepared with alternating epitaxy, but
also the phase-coherent distance is limited. Thus, this multibarrier
tunneling model provided useful insight into the transport mechanism
and laid the foundation for the following experiment.

Chang, Esaki and Tsu (12) observed resonant tunneling in
double-barriers, and subsequently, Esaki and Chang (13) measured
quantum transport properties for an SL having a tight-binding poten-
tial. The current and conductance versus voltage curves for a double
barrier are shown in Fig. 7. The energy diagram is shown in the inset
where resonance is achieved at such applied voltages as to align the
Fermi level of the electrode with the bound states, as shown in cases
(a) and (c). This experiment, together with the quantum transport
measurement, probably constitutes the first observation of man-made
bound states in both single and multiple QWs.

The technological advance in MBE for the last decade resulted
in dramatically-improved resonant-tunneling characteristics, which
renewed interest in such structures, possibly for applications (14).
The observation of resonant tunneling in p-type double barrier
structures (15) revealed fine structure corresponding to each bound
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Fig. 7. Current- and conductance-voltage characteristics of a
double-barrier structure. Conditions at resonance (a) and
(c), and at off-resonance (b), are indicated bv arrows in
the insert.
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state of both heavy and light holes, as shown at the bottom of Fig.
8, confirming, in principle, the calculated tunneling probability at

the top of the figure.
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Fig. 8. Tunneling probability versus hole energy for a p-type
double-barrier structure (top), calcuated for a 50 A-50
A-50 A structure with a 0.55-eV potential barrier for heavy
and light hole masses: 0.6m, (continuous line) and 0.1m,
(discontinuous line). Observed conductance-voltage curve

(bottom) .

IV. OPTICAL ABSORPTION, PHOTOCURRENT SPECTROSCOPY,
PHOTOLUMINESCENCE AND STIMULATED EMISSION.

Optical investigation on the quantum structures during the last dec-
ade has revealed the salient features of quantum confinement. Dingle
et al. (16) (17) observed pronounced structure in the optical ab-
sorption spectrum, representing bound states in isolated and double
OWs. In low-temperature measurements for such structures, several
exciton peaks, associated with different bound-electron and bound-
hole states, were resolved. The spectra clearly indicate the evolu-
tion of resonantly split, discrete states into the lowest subband of
an SL. van der Ziel et al., (18) observed optically pumped laser os-
cillation from GaAs-GaAlAs QW structures at 15K. Since then, the
application of such structures to semiconductor laser diodes has re-
ceived considerable attention because of its superior character-
istics, such as low threshold current, low temperature dependence,

tunability and directionality (19).




Tsu et al. (20) made photocurrent measurements on GaAs-GaAlAs
SLs subject to an electric field perpendicular to the well plane with
the use of a semitransparent Schottky contact. The photocurrents as
a function of incident photon energy are shown in Fig. 9 for samples
of three different configurations, designated A (35A GaAs - 35A
GaAlAs), B (50A GaAs - 50A& GaAlas), and C (110A GaAs - 110A GaAlas).
The energy diagram is shown schematically in the upper part of the
figure where gquantum states created by the periodic potential are
labeled E, and E,. These states are essentially discrete if there
is a relatively large separation between wells, as 1is the case 1in
sample C, but broaden into subbands in samples A and B owing to an
increase in overlapping of wave functions. Calculated energies and
bandwidths for transitions shown in the figure are found to be in
satisfactory agreement with the observation. Very recently, Deveaud
et al. (21) made transport measurements of 2D carriers in SL minibands

by subpicosecond luminescence spectroscopy.

In undoped high-quality GaAs-GaAlAs QWs, the main
photoluminescence peak is attributed to the excitonic transition be-
tween 2D electrons and neavy holes. Mendez et al. (22) studied the
field-induced effect on the photoluminescence in such wells: when

the electric field, for the first time in luminescence measurements,

was applied perpendicular to the well plane, pronounced field-
effects, Stark shifts, were discovered. More recently, Vina et al.
(23) studied such shifts on the excitonic coupling as indicated in
Figs. 10 and 1'1. Fig. 10 shows excitation spectrum with the
photoluminescence of the heavy-hole exciton, where h;, h@®1l, and 1¢%
denote the ground and excited states of the heavy- and light-hole
excitons, respectively, and h,;, corresponds to an exciton related to
the n=1 conduction and n=2 heavy-hole valence bands. Fig. 11 shows
Stark shifts of the light-hole exciton (open circles) and excited
states of the heavy-hole exciton (open triangles), exhibiting strong
coupling (solid circles) between them. Chemla et al. (24) observed
Stark shifts of the excitonic absorption peak, even at room temper-
ature; Miller et al. (25) analyzed such electroabsorption spectra
and demonstrated optical bistability, level shifting and modulation.

V. RAMAN SCATTERING

Manuel et al. (26) reported the observation of enhancement in the
Raman cross section for photon energies near electronic resonance in
GaAs - Ga;_,Al,As SLs of a variety of configurations. Both the energy
positions and the general shape of the resonant curves agree with
theoretical values. Later, it was pointed out that resonant inelastic
light scattering yields separate spectra of single particle and col-
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iective excitations which will lead to the determination of elec-
tronic energy levels in QWs as well as Coulomb interactions.
Subsequently, this was experimentally confirmed and the technique has
now widely been used as a spectroscopic tool to study electronic

excitations (27).

Meanwhile, Colvard et al. (28) reported the observation of Raman
scattering from folded acoustic longitudinal phonons in a
GaAs (13.6A)-AlAs(11.4A) SL. The SL periodicity leads to Brillouin
zone folding, resulting in the appearance of gaps in the phonon
spectrum for wave vectors satisfying the Bragg condition. Recently,
Raman scattering revealed confinement of the optical modes into
' 'phonon guantum well'',6 leading to further ramification in the field
(29).

Vi. MODULATION DOPING

In superlattices, in order to prevent usual impurity scattering, it
is possible to spatially separate free carriers from their parent
impurity atoms by doping impurities in the region of the potential
hills. Though this concept was expressed in the original article,
Esaki and Tsu, (1), Dingle et al. (30) successfully implemented such
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Fig. 13. Energy-band diagram of ideal GaSb-InAs-GaSb quantum wells
for electrons and holes.

1



a concept in modulation-doped GaAs-GaAlAs SLs, as illustrated at the
top of Fig.12, achieving unprecedented electron mobilities far ex-
ceeding the Brooks-Herring predictions. Subsequently, the similar
technique was used to form the high- mobility 2D hole gas. This
technique apparently have exerted profound impact on not only the
progress of the 2D physics but also device applications such as a
high-speed MODFET (modulation-doped field-effect transistor); its
band energy diagram is shown at the bottom of Fig. 12 (31).

VII. SHUBNIKOV-DE HAAS OSCILLATIONS, QUANTIZED HALL EFFECT AND
FRACTIONAL FILLING

Chang et al. (32) observed Shubnikov-de Haas oscillations associated
with the subbands of the nearly 2D character in GaAs-GaAlAs SLs. The
oscillatory behaviors agreed well with those predicted from the Fermi
surfaces derived from the SL configurations and the electron concen-

trations.

v. Klitzing et al. (33) demonstrated the interesting proposition
that quantized Hall resistance could be used for precision determi-
nation of the fine structure constant a, using 2D electrons in the
inversion layer of a Si MOSFET. Subsequently, Tsui and Gossard (34)
found modulation-doped GaAs-GaAlAs heterostructures desirable for
this purpose, primarily because of their high electron mobilities,

which led to the determination of « with a great accuracy.

The quantized Hall effect in a 2D electron or hole system is
observable at such high magnetic fields and low temperatures as to
locate the Fermi level in the localized states between the extended
states. Under these conditions, the magnetoresistance p,, vanishes
and the Hall resistance p,, goes through plateaus. This surprising
result can be understood by the argument that the localized states
do not take part in quantum transport. At the plateaus, the Hall
resistance is given by p,, = h/e? where » is the number of filled Landau

levels; h, Planck's constant; and e, the electronic charge.

Tsui, Stormer, and Gossard (35) discovered a striking phenomenon,
an anomalous quantized Hall effect, exhibiting a plateau in p,,, and
a dip in p,, , at a fractional filling factor of 1/3 in the extreme
quantum limit at temperatures lower than 4.2K. This discovery has
spurred a large number of experimental and theoretical studies.
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VIII. InAs-GaSb SYSTEM

Since 1977, the InAs-GaSb system was investigated because of its ex-
traordinary bandedge relationship at the interface, called type
II-''misaligned’' in Fig. 6(c). The band calculation for InAs-GaSb
SLs (36) revealed a strong dependence of the subband structure on the
period: The semiconducting energy gap decreases when increasing the
period, becoming zero at 170&, corresponding to a semiconductor-to-
semimetal transition. The electron concentration in SLs was measured
as a function of InAs layer thickness, (37); it exhibited a sudden
increase of an order-of-magnitude in the neighborhood of 100A. Such
increase indicates the onset of electron transfer from GaSb to InAs
which is in good agreement with theoretical prediction. Far-infrared
magneto-absorption experiments (38) were performed at 1.6K for semi-

metallic SLs which confirmed their negative energy-gap.

MBE-grown GaSb-InAs-GaSb guantum wells have been investigated,
where the unique bandedge relationship allows the coexistence of
electrons and holes across the two interfaces, as shown in Fig.13.
Prior to experimental studies, Bastard et al. (39) performed self-
consistent calculations for the electronic properties of such QWs,
predicting the existence of a semiconductor-to-semimetal transition
as a result of electron transfer from GaSb at the threshold thickness
of InAs; this is somewhat similar to the mechanism in the InAs-GaSb
SLs. Such a transition was confirmed by experiments carried out by
Munekata et al. (40), although the electron and hole densities are not
the same, probably because of the existence of some extrinsic elec-
tronic states. Analysis (41) for such a 2D electron-hole gas eluci-
dated, for the first time, the fact that the quantum Hall effect is
determined by the degree of uncompensation of the system. Figure 14
shows magnetoresistance p, and Hall resistance p,, for 0.45K, versus
magnetic field for a sample with a 200A InAs well, which has electron
and hole densities of 8.4x10'" and 3.6x10''cm-2, and their corre-
sponding mobilities of 1.6x10% and 1.4x10%m?/V.sec, respectively
(42). As noticed in the curves of p,, and p,,, extra structure exists;
there are prominent dips at 7.5, 12.5 and 26 T (shown by arrows) on
the Hall plateaux for filling factors, » = 3, 2 and 1. These filling
factors are given by the difference between the electron and hole
filling factors, », and »,. For instance, v, = 2 and », = 1 below the
dip at 26T and v,=1 and », = 0 above that, although »=1 for both cases.

IX. OTHER SUPERLATTICES

A doping SL has been pursued for its own interest, for instance, seen

in optical properties. If this SL is illuminated, extra electrons
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electrons and 3.6x10''cm-? and 1.4x10%m?/V.sec for holes.

and holes are attracted to minima in the conduction band and to maxima

in the valence band sou that the amplitude of the periodic potential
is reduced by the extra carriers,

variable energy gap (43).

leading to a crystal which has a

It is certainly desirable to select a pair of materials closely
lattice-matched in order to obtain stress- and dislocation-free
interfaces. Lattice-mismatched heterostructures,

grown with essentially no misfit dislocations,

however, can be

if the layers are
sufficiently thin, because the mismatch is accommodated by uniform

lattice strain (44). On the basis of such prem.se, Osbourn and his

co-workers (45) prepared strained-layer SLs from lattice-mismatch

pairs, claiming their usefulness for some applications.

Kasper et al. (46) pioneered the MBE growth of Si-SiGe strained-
layer SLs, and Manasevit et al. (47)

observed unusual mobility en-
hancement in such structures.

The growth of high-quality Si-SiGe SLs
(48) attracted much interest in view of possible applications as well
as scientific investigations.
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Dilute-magnetic SLs such as CdTe-CdMnTe (49) and ZnSe-ZnMnSe are
recent additions to the superlattice family, and have already exhib-

ited unique magneto-optical properties.

In 1976, Gossard et al. (50) achieved epitaxial structures with
alternate-atomic-layer composition modulation by MBE; these struc-
tures were characterized by transmission electron microscope as well
as optical measurements. Such short-period SLs of binary compounds

apparently serve for interface improvement (10).

Superlattices and quantum wells provide a means to reduce the
dimensionality of an electron or hole gas down to 2D. Attempts at
further reduction to 1D and OD have also been made by an ultrafine
etching technique (10) (51) or by the combination of confinement by
quantum wells and extra structure. With reduction to 1D, one may
achieve higher mobilities because of the suppression of scattering
(52), and also can enhance exciton binding energies and oscillator

strengths in optical properties (53).

X. CONCLUSION

We have witnessed remarkable progress of an interdisciplinary nature

''engineered'' structures exhibited

on this subject. A variety of
extraordinary transport and optical properties; some of them, such
as ultrahigh carrier mobilities, semimetallic coexistence of
electrons and holes, and large Stark shifts on the optical properties,
may not even exist in any '‘'natural'' crystal. Thus, this new degree

of freedom offered in semiconductor research through advanced mate-

rial engineering has inspired many ingenious experiments, resulting
in observations of not only predicted effects but also totally unknown
phenomenon. The growth of papers on the subject for the last decade
is indeed phenomenal. For instance, the number of papers and the
percentage of those to the total presented at the International Con-
ference on the Physics of Semiconductors (ICPS) being held every other
year, increased as shown in Fig. i5. After the incubation period of
several years, it really took off, around ten years ago, at an annual
growth rate of nearly 70%.

Activities in this new frontier of semiconductor physics, in
turn, give immeasurable stimulus to device physics, leading to un-
precedented transport and optoelectronic devices or provoking new
ideas for applications. Fig. 16 illustrates a correlation diagram
in such interdisciplinary research where beneficial cross-
fertilizations are prevalent.
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I hope this article, which cannot possibly cover every landmark,
provides some flavor of the excitement in this field. Finally, I
would like to thank the many participants in and out of superlattice
research for their contributions and J. M. Hong and E. E. Mendez for
their help in preparing Fig. 4, as well as the ARO's partial spon-
sorship from the initial day of our investigation.
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ELECTRONIC STATES IN SEMICONDUCTOR HETEROSTRUCTURES

G.Bastard

Groupe de Physique des Solides de 1'Ecole Normale Supérieure
24 rue Lhomond F-75005 Paris (France)

ABSTRACT

We review some features of the electronic states in semiconductor heterostructures. The
emphasis will be placed on the short period superlattices, the in -plane dispersion of the valence
subbands, the energy levels in doped heterolayers and in quasi unidimensional semiconductor
wires.

I. INTRODUCTION

Since the pioneering work of Esaki and Tsu 1 a considerable amount of results have been
obtained as regards the physical and device properties of the semiconductor heterolayers. The
present paper is restricted to a brief overview of some features of the electronic states in
semiconductor heterolayers. Although there exists a variety of computational schemes 2'4, we
concentrate on the envelope function formalism 5-8 which is simple, versatile and accurate enough
for most of (but not all) the physical situations met in actual heterostructures. There already exists a
large number of reviews devoted to the envelope function formalism. Here, we intend to use this
formalism to discuss a number of topics of current interest. For a thorough discussion of the

grounds of the envelope function formalism the reader is referred to the existing reviews 9-12,

I1. THE ENVELOPE FUNCTION APPROXTMATION : A SUMMARY

Consider two semiconductors A and B which we shall assume to display the same
cristallographic structures and to be lattice-matched (although strained layer materials can be
described by a suitable modification of the formalism) 13-15 The two materials have relatively
similar band structures. The topmost valence band edges, which occur at the center of the Brillouin
zone ( " point) in I[I-V and II - VI semiconductors, have no reason to be aligned. In fact, the
magnitude of the band offset between the two materials decisively influence the electronic properties
of a AB heterolayer (fig.1). One of the main task for physicists is thus to measure these band
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offsets. This can be achieved through XPS experiments, electrical characterization of isotype
heterojunctions or by optical probes.

Suppose then that the valence band offset is known. Then, from AE,, €5 and g (the
direct I" bandgaps of the two materials) one knows the I" conduction band offsets as well as all the
other offsets (X, L, etc... ) . Most of the heterolayer energy states which are relevant for transport
or optical properties are relatively close in energy from one of the I edge of say, the A material.
Thus we need to calculate the heterostructure energy levels in the vicinity of such an edge. The
envelope function scheme asserts that the heterolayer wave function ‘¥ is of the form

¥ = Y, O u® M
m

where the summation over m runs over the Tg, ', g, edges (see fig. 2) which are closely
spaced and remote from the other edges of the crystal. In eq. 1 the Umo are assumed to be identical
in both kinds of layers. Thus, the differences in the band structure of the A and B materials are only
felt by the envelope functions f,,. These are slowly varying on the scale of the hosts' unit cell. The
existence of the remote bands is taken into account in each host layer by a second order expansion
in EA’ ‘-"B which are the carrier wavevectors in the A and B layers. Note that the projections of —EA,
]?B along the growth (z) axis can be either real (propagative states) or imaginary (evanescent states )
: the evanescent states are forbidden in bulk materials but relevant in heterolayers which involve
layers of finite thicknesses. Inside the T, I'7, I'g subspaces the k.p interaction is exactly taken
into account (Kane model) 16 From these assumptions it follows that the envelope functions fm
are the solutions of a coupled second order 8x8 differential system

\ ih O hl = o
; [eo+Vi@-0)8,_ o VB, _TVi vitdm-o @)

where g, is the energy of the th edge in the A material ; V|(z) functions which are equal to zero
in the A layers and to Vj in the B layer where V] is the algebraic energy shift of the 1th edge when

- Ec(2)
E () . Ecl2) - E.(2)
€
€
B ¢ € |€a €p
€a B lea
- E,(2)
! £,(1) ; £4(2) A Et)
a b ¢ d
Fig. 1 : Illustration of the part played by different

apportionments between the valence and conduction bands
of the bandgap energy difference eg—€, of two
semiconductors A and B on the electronic states of a BAB
rectangular quantum well. The structure c) is the best

candidate for low threshold lasing action.
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Fig. 2 : Band structure of a direct gap IIl V compound in

the vicinity of the I" point. - - —=

\‘ﬁ

going from the A to the B material. py, is the interband p matrix elements between the periodic
parts of the Bloch functions of the ith and mth edges at the I" point and y an effective mass tensor
which acccounts for the existence of the remote bands. If a slowly varying band bending potential
- ed(z) is applied to the heterolayers , one should add the diagonal contributions - e¢(z)d, to
eq.(2)

The boundary conditions fulfilled by the f's are

i) fpy, is continuous everywhere

. 2
" h L)) 1 0 -
w2 lmrn T X s 16O ®
g " My oo

The boundary conditions at large z are
f, ®H->0 C))

for bound states in quantum wells and
f,(x,y,z+d) = eiqdfm(x,y,z) 5)

for superlattices. In eq. (5) d is the superlattice period and q the superlattice wawevector along the
growth axis. Without loss of generality one can restrict q to the segment [~ nt/d, + ®/d[.

The perfect heterostructures are translationally invariant in the layer plane. Thus, the envelope
functions fm(-r') should at zero magnetic field be of the form :

- 1 - -
f () =%, 7_5 exp (1kl.rl) 6
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Where S is the sample area and X ) = (kys ky), ?l = (x, y) are the in-plane projections of the
carrier wave and position vectors respectively.

Irx 1= @ and if the inversion asymmetry splitting of the host materials is neglected, the
heterostructure electronic states can be classified according to the z projection of the total angular
momentum J,. J, =+ 3/2 corresponds to the heavy hole states zhile J, = £ 1/2 corresponds to
hybrids of ['g, I'g (light hole) and I'; states. If, on the other hand, k| #0 J, is no longer a good
quantum number and the problem becomes more involved.

The meaning of eq. (2) is that one needs small bulk wavevectors around the I" edges to build the
heterostructure wavefunctions. Such an assumption is valid if the energy level under consideration
is closer from one of the I' edges than from any other bulk extremum. Note that the envelope
function scheme is not restricted to the I'-related extrema. If we want to describe electronic states in
the vicinity of one of the bulk X conduction level, an expansion similar to eq. (1) can be used with
the uj, replaced by ‘¥, wherethe YW),'s are the bulk Bloch functions at this X edge in both
kinds of layers. To summarize, one should only hybridize bulk states in the vicinity of the same
extrema to safely use the envelope function scheme. Thus, this description is reliable when the
calculated energy levels belonging to different hosts' extrema are sufficiently energy separated.
This is almost always the case for the states of GaAs-Gag 7Alq 3As superlattices and quantum
wells but not for all the states GaAs-AlAs short period superlattices. When the envelope function
calculations predict crossings between levels derived from different extrema one should be
suspicious of its validity and switch to more elaborate computational schemes such as

2 or tight binding calculations 3 These will lead to a removal of the level

pseudopotentials
crossings. However, one should also inquire wether the differential system given in eq. (2) has
included all the relevant k.p details. The envelope function approximation has sometimes been
charged of being unable to handle ainticrossings appearing in the I'g-related valence subbands.
However, a closer inspection would have revealed that the blamed effective envelope hamiltonian
was simply incomplete, lacking for the inversion asymmetry splitting contributions (the so called
linear k term in the valence band). If properly included they would have explained the anticrossings.
In general, we do not expect significant failure of the envelope function framework when
calculating the valence-related states. Rather, certain conduction band states of sufficient energies (€
-Eg = € —€rg Or €] - €rg) may be poorly described by the envelope function type of

calculations. This situation is not without recalling the problem of N defects in GaAs;_,P, alloys.

11 MISCELLANEOUS EXAMPLES

This paragraph provides results of energy level calculations based on eq. (2). The GaAs -
Gal_xAles heterostructures will be considered for the sake of examples. We first discuss X 1= -6
energy levels and then the in-plane dispersions of the I'g valence subbands.

IIL. A. Electronic states in GaAs-Gag 7Alo 3As heterolayers () = 9)

We show in figs (3,4) the I'g - related conduction states of GaAs-Gag 7Alg 3As single
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Fig. 4 : the allowed ['g-related superlattice statcs (hatched
areas) of GaAs-Gag 7Alq 3As superlattices are plotted
versus the superlattice period d. Equal layer thicknesses are

assumed in the calculations.

quantum wells or superlattices with equal layer thicknesses. The numerical results were obtained by
using a conduction band offset of Vg = 224 meV, a band edge effective mass of 0.067mg and by
neglecting the remote band effects in eq.(2). Notice that the conduction band non-parabolicity has
been included since eq.(2) remains a 6x6 system (the heavy hole states decouple from the light
particle states since k | is assumed to be zero and the inversion asymmetry splitting has been
neglected). The GaAs quantum wells always admit one bound states. The excited states E;, n>1

pop out of the well for L<L,;. They transform into resonances (dashed lines in fig.(3)), or virtual
bound states when their energy exceeds the top of the confining barriers. In the superlattices (fig.
(4) ) the quantum well bound states hybridize to form one-dimensional minibands. Their bandwiths
exponentially decay with the Gag 7Alq 3As barrier thickness as shown in (fig. (5) ).
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As seen form fig. (4) the lowest lying superlattice state extrapolate when d—0 and L4 =Lg to
the mid energy of the GaAs and Gag 7Al 3As F'g edges. More generally, it is easily shown from
the inspection of the superlattice dispersion relations derived from eq. (2) that the lowest lying I'g-
related superlattice state in GaAs-Gaj _yAlyAs superlattices with thickness ratio v =
LGaAs/LGal-y AlyAs extrapolates when d—0 to V(y)/ 140 i.e to the value one would naively affix
to the conduction bandgap of Gay_, Aly As alloys with x=y/{ ,,- Moreover, for a superlattice with
vanishing period, the superlattice envelope function is uniformly spread out, like in a bulk
homogenous material. Thus, one is tempted to identify a short period superlattice to a bulk alloy,
except that the carrier in the GaAs-AlAs superlattice will experience no alloy scattering and thus will
have a larger electrical mobility than in the alloy.Up to now this mobility improvement remains a
tantalizing concept. This is because the growth of short period superlattices is difficult and up to
now amounts to the replacement of alloy scattering by interface roughness scattering. In addition,
the concept of a uniform spreading of the wavefunction is well founded only in the d=0 limit.
Actual short period superlattices are rather grown with d=20-40 A. Thus, the superlattice
wavefunction displays significant spatial modulations depending on wether the carrier stays in
GaAs or AlAs layers.This spatial modulation is the larger for the larger effective mass and thus is
expected to be more important for X-related states (m*~, mg) than for g related states (m*,0.1mg)
and for I'g valence levels than for I'g conduction ones. Thus, actual short period superlattices are
significantly different than true ordered alloys. Nevertheless, the GaAs-AlAs superlattices are very
promising from the technological point of view, curing some drawbacks of the Ga;_, Al, As alloys.
In particular, by doping selectively the GaAs layers of short period GaAs-AlAs superlattices one
hopes to a large extent get rid of the DX centers associated with the doping of the G_, Al, As alloys
and thus suppress the parasitic effect of persistent photoconductivity.

From the point of view of the energy levels, the short period superlattices and the Ga
1-xAlxAs alloys share many common features. We show in fig. (6) the conduction band states of
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short period GaAs-AlAs superlattices with a fixed period (d=40 A) and a varying AlAs thickness.
The diagram may also be interpreted in terms of an effective Al content x : x=d AlAs/d- We have
represented both the T'- related and X-related states. There are six equivalent X valleys in the host
brillouin zone. Let kg be one of these X points. The host conductior” bands are ellipsoidal in shape
around kg :

2 2

+h 2 h
s—em+ﬁl(kz-ko) +H:

& +k)) @
where z lies along the I'kg axis. The longitudinal masses are much heavier than the transverse ones :
my(GaAs) = 1.98m0 ; mg (GaAs) = 0.27-0.37m0 ; mp (AlAs) = 1.56mg ; m; (AlAs) = 0.19m 17,
The I'-X energy distances are €,-er- = 0.467 eV in GaAs and Erg€x = 0.906 eV in AlAs. The six
equivalent X minima are at the same energy in the bulk materials. This degeneracy is lifted in the
superlattices due to the existence of a preferential axis : the growth axis. For the superlattices grown
along the [001] axis, the two ellipsoids whose major axis are paralled to [001] provide the lowest
lying superlattice states since mj >> my.

The four others remain aquivalent and give rise to excited superlattice states. The only unknown
parameters is the relative position of the two structures. Here, we follow Danan et al 18 and take
ere(AlAs)-erg(GaAs) = 1.08 eV. Thus, the AlAs X point lies at lower energy than the GaAs one
(see fig.(7) ). For X - related states AlAs is the well-acting layer while GaAs is a potential well for
I'- related states. The valence levels are always preferentially localized in GaAs. Therefore, the
GaAs-AlAs short period superlattices may either display a direct I'-related fondamental bandgap (Ga
rich materials) or a I'-X pseudo-indirect one (Al rich materials). The I'-X gap is pseudo indirect in
the sense that, strictly speaking, it is a direct gap which occurs at the center of the superlattice
Brillouin zone but the optical matrix element is fairly weak 8, recalling that the host's states
originate from different extrema in the Brillouin zone. In addition, when the equivalent Al content is
increased the GaAs-AlAs superlattices undergo a type I-type II transition!8-20. In Ga-rich
superlattices both electrons and holes are mainly localized within the same layer (GaAs) while in
Al-rich superlattices the electrons are heavily localized in AlAs and the holes are mainly found in
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GaAs. The optical responses of type I and type Il materials are very different. In type I materials,
the photoluminescence and absorption lines are almost coincident, apart from a few meV Stokes
shifts due to exciton trapping on interface defects or the occurence of an e-A recombination line. In
type II superlattices the Stokes shift may be very large : the absorption takes place at the I'-related
bandgap and the emission involves the recombination of X-like electron with I'- like holes. The
photoluminescence lines often show phonon replicas like in bulk indirect gap materials. Thus, by
studying the optical properties of series of GaAs-AlAs superlattices Danan et all® were able to
determine the conduction band offset between GaAs and AlAs. Similar results were obtained by
studying the pressure dependence of the optical propertieszo. A hydrostatic pressure shifts the I’
and X states differently and one may trigger a type I—type Il transition on a given sample.

I C. In-plane dispersion relation and density of states

The in-plane dispersions of the heterostructures are hardly obtained in closed forms. This is
due to the k |- induced admixture between the heavy hole and light pariticle states. This mixing
does not affect too much the ['g-related states of wide gap heterostructures : it remains sensible to
discard the 1/ .. tensor and to deal with the Kane bulk dispersions in each host layer. If one
further neglects the band non-parabolicity and assumes a position independent effective mass m*
simple results follow. For instance, the density of states associated with the bound states E, of a
single quantum well is written

72 m* S
pe) =2, 8[e-E, - = 1 = — ZY(E-E,,) ®
nk m nth ]

where the summation runs over the bound states and Y(x) is the step function. Eq. (8) contrasts
with the bulk result :

b m* 2m*g
e = — > ©
nh h

in that the quantum well density of states has a much steeper variation at the onset than the bulk one
but remains constant above the edge. Correlatively if a phenomenon involves the density of states at
a fixed energy, ere.g. the Fermi energy, and if one is capable to vary this energy, there will be no
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dependence of the phenomenon upon &g in the quantum well (unless & crosses E;, ) while an gf
dependence will be evidenced in the bulk case. These considerations apply e.g 1) to the
band-to-band absorption in the one-electron approximation where plateaus are observed in the
absorption coefficient of quantum wells while a continuous increase is found in the bulk case, and
ii) to screening effects of an external potential. In the Thomas Fermi approximation (wavevector <<
2kg where kg is the Fermi wavector) the wavevector dependent dielectric function at T=0 K is of
the form :

@™ - 14T Vg - 1+ 1 (10)
q q

where the Electric Quantum Limit has been assumed in the quantum well case and fg(q) is a form
factor which accounts for the finite extension of the E; wavefunction along the growth axis. In
eq.(10) quF (bulk case) and gy (quantum well case) are proportional to the respective densities
of states.

Thus, quF increases with g¢ in the bulk case which means that the more electrons are present the
more effective the screening is. On the other hand qrg stays constant while the two dimensional
electron concentration increases on the quantum well. These results imply in particular that a
screened coulombic impunity in a quantum well may support one bound state even at high electron
concentration 48, while it is known that in the bulk the impurity birding energy vanishes beyond
some critical electron concentration.

The in-plane dispersions of the valence subbands are always complicated, even of one restricts the
analysis to a parabolic description of the valence states in each host layers and neglects the coupling
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Fig. 8 : A summary of the electronic properties of a
single quantum well . From left to right : band edge profile
and bound states wave functions ; two-dimensional in-plane

dispersions ; density of states. After reference [9].

between I'g and I'y holes. The latter approximation is justified when the energy of the I'g- related
hole subband remains much smaller than the spin orbit coupling of the host materials. The Ig
effective hamiltonian is not a scalar (like the I'g one) but is the sum of a scalar term : ak? and of
4x4 operator : (k.J )2 in the simplest approach (isotropic bulk valence bands). Ultimately, these
complications stem from the p-like degeneracy of the valence wavefunctions at the top of the
valence band oombined with the spin orbit coupling. If one quantizes the total angular momentum
along the growth axis the J,= +3/2 components decouple from the J,=11/2 onesifk  =0. The +
3/2 components are in a quantum well associated with a series of heavy hole states HH,, while the +
1/2 components correspond to the light hole levels. As soon as k laeﬁ. the k,J,. kny terms
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become operative and significantly admix the i(l:b’ solutions. Thus, one shouid resort to
numerical diagonalisations to find out the eigenstates. This problem has been the subject of a
number of publications 9,10,21-24 ypich, apart from numerical details, agree in pointing out

i) the marked non parabolicity of the valence subbands

ii) the significant mixing between the heavy and light hole character of the eigenstates

iii) the lifting of the twofold Kramers degeneracy if the heterostructure potential is not

centrosymmetric.

The points i) and ii) are illustrated in figs (9,10) where the calculated in-plane valence
subbands of GaAs-Ga) jAl 3As single quantum wells are plotted versus k) (fig.9) as well as the
k| dependence of \/<.sz > (fig.10). In these calculations the linear k terms of the I'g valence bands
have been neglected and the axial approximation 10 has been used. In fig.(9) the diagonal
approximation, which amounts to neglecting the coupling between the + 3/2 and *1/2 states, gives
rise to the dispersion relations shown as dashed lines. In this approximation, the HH, and LH,
subbands are allowed to cross. The off-diagonal terms replace these crossings by anticrossings,
which results in strongly non parabolic dispersions. Note in particular the electron-like behaviour
exhibited by the LH, subband in the vicinity of k ; =0. The anticrossing behaviour means a strong
band mixing. In the absence of couplings between HH,, and LH,, subbands \/<J_27:> would be equal
10 3/2(1/2) at any k | for HH, (LH,)) subbands. One sees in fig.(10) that the actual wavefunctions
quickly depart from this non interacting behaviour. In fact, the heavy hole and light hole subbands
exchange their character near the anticrossing. Although we keep labelling the valence subbands in
the same manner as at k; =0, i.e. HH,,, LH, the very notion of heavy hole and light hole character
is as shown in fig(9,10) very fuzzy. Finally, it should be noticed that the eigenstates of rectangular
(or any centrosymmetric) quantum wells are twice degenerate. For heterostructures whose band
edge profile or physical property have no center of inversion this twofold degeneracy is lifted at
finite Tc'l and non zero spin orbit coupling. An example of such a degeneracy lifting is shown in
fig.(11) which displays the in-plane valence subbands of a rectangular GaAs-Gag 7Alg 3As
quantum well tilted by an electric field applied along the growth axis.
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Fig. 9 : In plane dispersion relations of the valence
subbands in GaAs-Gao.-,AlO‘}As single quantum wells. L=
100 A and L = 150 A. Axial approximation. After reference
[9).
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approximation.

IV. ENERGY LEVELS IN DOPED HETEROLAYERS

If the barrier-acting material of a heterostructure is doped (e.g. with donors) the thermal
equilibrium implies that some of the donors loose their electrons which are transferred in the
well-acting material (fig.12). This modulation doping technique25 has led to a tremendous increase
of the low temperature mobility of both quasi bi-dimensional electron and hole gases in a variety of
heterostructures20. This is because the mobile carriers are spatially separated from their parent
impurities and thus the ionic scattering is considerably diminished. From the point of view of
energy level calculations one has to find the eigenstates of a Schrédinger equation whose potential
energy profile is the sum of a fixed contribution (the V)(2) in eq.(2) ) and of contributions due to the
free carriers and fixed charges.The simplest scheme is to use the Hartree appoximation which
amounts to replacing the true N carrier potential by an average one. This finally leads to
simultaneously solving the Schrodinger and Poisson equations :

2,2

[1 1 k)

TP mm e Ty Vs - 0@ Jx,@ = ex @ )
4 -» +

'@ = —— [N, ® + Z n sz @ - NJ@ ] (12)
x o

J ocaupied
where we have assumed parabolic host's conduction bands in eq.(11). In eq.(12) X is the static
dielectric constant of the heterostructure (assumed to be position-independent), Ndep is the volume
concentration of depletion charges, n; the areal concentration of electrons in the jth subband an
Nd+ (z) the net volume concentration of donors located in the barrier. Under most circumstances
the details of the self consistent potential in the barrier do not affect the energy levels €, very much.
On the other hand the background of depletion charges does affect the €, by a few meV's and has
larger effects on excited subbands than on the ground one 27,28 There exists a variety of
techniques to solve egs (11,12). In the example chosen below variational calculations 28 performed
in the Electric Quantum Limit have been used. Fig.(13) presents the dependence of the ground
subband E{(E{=gy(k L= 0)), upon the areal electron concentration n for several GaAs-Ga(Al)As
single heterojunctions at T=0 K. A fixed acceptor background has been assumed in the calculations
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(Ndep=1014cm‘3, which corresponds to an equivalent areal concentration Ndez 4.6x1010cm™2).
As previously mentionned Ndep affects the subband edge E; more than E,. This implies a
noticeable dependence of the critical electron concentration N, above which E; becomes populated
upon Ndep' This point is illustrated in fig.(14). E is calculated to become populated above
7-8x10 lem2 if Ndep= 4.6x1010cm2 in Gag 7Alg 3As single heterojunctions with a residual a
p-type doping in the GaAs channel. Notice that in quasi accumulation conditions (n type residual
doping) E; is more readily populated. This feature may explain the frequent occurence of two

[meV]

=
w0
a
wl
=z
w
F=10%V/cm '
X:03 ‘
-50.

0 05 :
k(108 ¢m™)
Fig. 11 : Lifting of the Kramers degeneracy of the valence
subbands in GaAs-GaOJAIOJAs single quantum well (L =
100 A) tilted by an electric field applied parallel to the
growth axis (F=105V/cm). After reference [9).

populated subbands in n InP-Gag 49Ing 53As channels29.
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By using the self consistently determined Ej(ne) one may solve the thermodynamical
equations to obtain the amount of transferred charges once the heterostructure design has been
specified. Such a charge transfer calculation is presented in fig. (15) for GaAs-Gag 7Alg 3As
single heterojunctionslz. The charge transfer is significantly affected by the magnitude of the band
offset (V for electrons, Vp for holes) which, in turn, allows to determine the offsets by charge
transfer measurements. This method has been successfully used by Wang et a130 in p-type
GaAs-Ga(Al)As heterostructure to fit V. A valence offset ratio Q= AEVIAEgnJ 0.4 was thus
found, in marked disagreement with earlier measurcments3l. We remark in fig. (15) that a
conduction band offset ratio Q.=1-Q,= 0.6 also better interprets the electron transfer than the
previously accepted value of Q.=0.85.

Double heterostructures (quantum wells) or multiple quantum wells can also be
modulation-doped leading to mobility improvements. However, due impunity segregation near the
inverted GaAs-Ga(Al)As interface (binary grown on ternary) the electron mobility hardly exceeds
2x109¢m2/Vs in modulation-doped quantum wells.

Since the quantum wells display size quantization even in the absence of free carriers, one
expects to find a cross over in the behaviour of the energy levels versus the quantum well thickness
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ground electron state (E) and the conduction band edge drop
( AV) between the two sides of the well in a one-side doped
Gay_, Al As-GaAs quantum well.

: narrow quantum wells (L 50 A) are dominated by their intrinsic quantization while thick ones (L
300 A) have a ground level which is more like those found in two isolated heterojunctions
(symmetrical doping) or a single one (one side doped wells). This trend is illustrated in fig.(16).

In n-type doped wells the holes move in the self-consistent band bending potential created by the
electrons and have their motions bound by the valence barriers. Thus, conventional optical probes
become available to measure the band-to-band transitions. It was found that the quantum well
bandgap rigidly shrinks with increasing carrier concentration32‘34, a feature already observed in
bulk materials and attributable to exchange and correlation effects. We present in fig. (17) the
density dependence of the bandgap renormalization of 150 A thick GaAs-Ga(AD)As one-side
modulation-doped quantum well34,

34




Fig. 17 : Crosses and points : experimental ng dependence
of the bandgap renormalisation in a 150 A thick

GaAs-Gag ¢ Alg y9As single quantum well. The solid
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lines are a) an interpolation between calculations of

reference [46] (upper curve), b) the exchange term [47]

esz/K where kg is the Fermi wavector and « the static

dielectric constant (lower curve).

V.

HETEROSTRUCTURES

V. 1. Energy spectrum

The advances in fine scale lithography makes it possible to realize quasi uni-dimensional
heterostructures where the carrier motion is confined in two dimensions while it is free in the third
one35-37 Tremendous mobility improvements over the quasi bidimensional situation have been
predicted to occur if the carriers only occupy the ground one-dimensional subband>8-40_ On the
other hand, it has also been predicted that all the quantum states in one dimension are localized by
any attractive potential. In this section we shall only discuss the salient features of the energy
levels41-44 in perfect quasi one-dimensional heterostructures and use the envelope function
approximation. Let us first notice that the effective Schrédinger equation for a rectangular quantum
wire whose potential energy is written

2 2

L
V(x,2) =VbY(zz-Tz)Y(x2-Tx) (13)

is non separable in x and z if Vy, is finite, even if one adopts, as done in the following, the simplest
assumption of parabolic host's band with a position independent effective mass. Let us however
consider the case where L,>>L, which is the most common one (L,~100 A, L,~1000 A). Then it
is clear that the z size quantization is much more pronounced than the x one and, as a result, the
Schrodinger equation becomes quasi separable. In fact let us write the eigenstates of the hamiltonian
as

- 1
v = = ook D %@ o (%)

In eq.(14) the plane wave term takes care of the free motion along the wire axis, a,(x) are
unknown functions and X, (z) are the eigenstates of a rectangular quantum well problem. We write
V(x,z) as the sum of a purely z dependent term and of a small W(x,z) contribution and we denote
by E,, tie eigenvalue associated with x,,. It is readily found that o (x) is the solution of the set of
equations.
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me#n
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If one neglects the off diagonal terms in n,m which amounts to assuming a strong size quantization
along the z axis the wavefunction factorizes and we have explicitly separated the x and z motions.
The eigenenergies are of the form

L2 (16)
2m*

where the v quantum number labels all the possible x motions associated with a given n. We remark
that the effective x potential explicitly depends on n. An example of calculated energy levels in
rectangular quantum wires is shown in fig.(18) in the decoupled approximation. As expected, each
z level carries a set of closely spaced levels related to the x motion. It may happen that a degeneracy
(€qy = Emu) takes place. This degeneracy is removed by the off-diagonal terms of eq.(15)
provided that the coupling term does not vanish. In the particular case of fig.(18) the x related levels
attached to E{ can cross those attached to Eo but should anticross those attached to Eg. This is due

snv(ky) =E + €, +

to the evenness in z of the rectangular quantum wire potential energy. These anticrossings have
been calculated but are so small that they won't be easily visible on figure18. In the actual case of a
quantum wire obtained by cutting and etching a one-dimensional quantum well and e.g. regrowing
barriers on top of the etched structure, it is likely that the wire will not be rectangular but will
display a sharp and a smooth edge (see fig.19). The decoupling procedure will however apply with

Vixz) = V [Ye2) + Ye-L) ] + v, YO YU, -2 Y [px,2)>0] a7
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Fig. 18 : Calculated I'¢--related states in a GaAs-
Gag gAlg 9As rectangular wire L,=100 A in the decoupled

approximation.
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where @(x, z)=0, z > O is the border line between the well-acting and barrier-acting material whose
extremum corresponds to z=L,. In the decoupled approximation the effective x dependent potential
will be given by

L,

V(%) =V, j L2 dz Y [ox,2)>0] (18)
0

which in the case of a simple gaussian shape for the wire cross section (z=L, exp(-leaz) ) leads
forn=1to

A2 -)(Z/a2 1 -leaz -)(2/32
Ve @) = 5V, {L,a-e ) + o cos (Zk,Le ) sin [2k L (1-¢ )1} a9)
w
where
Im* L
ko= [T E Do A=) 20)

As easily checked Vpe(x=0) vanishes while Veg(x—0) — Vp(1-Py), where Py is the integrated
probability of finding the carrier outside the [0 L,] segment while in the E state. One may also
imagine an array of parallel and identical wires. If the wires have a rectangular shape and if L, <<
L, one may use the decoupling procedure to find that the eigenenergies are of the form :

1%
eVlQ/ q1= En + 5;‘? +€V (qx) (21)

where €,, (qy) are the eigenvalues of a one dimensional superlattice problem corresponding to the x
motion of an electron moving in the effective periodic potential

L
Vg ®) = V, (1-P) Y(x-T") Y@ /2-%)
Ve (x+d) = Ve 0 (22)

Veff (x) = veff %

P(X,2):=0

-
>

X

Fig. 19 : Cross section of a quantum wire.
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where d, is the superlattice period along the x axis, q, the superlattice wavevector that can be
restricted to the first Brillouin zone [ -n/d, + w/d,[ and
Lz

1-P, - I 1 (2) dz 23)
0

Thus one may calculate the bandwiths, wavefunctions in the same manner as done for one
dimensional quantum wells.

The decoupling procedure is well adapted to treat the quasi unidimensional subbands attached to
non degenerate extrema in the hosts Brillouin zone. The I'g— related valence subbands are more
complex. This was shown in section III for quasi bidimensional materials and is even more so if
one deals with quasi unidimensional heterolayers. The difficulty arises in both cases from the off
diagonal terms of the I'g hamiltonian. Thus, numerical diagonalization should be undertaken to
obtain the valence dispersion relations upon ky. Brum et al 43 first applied the decoupling
procedure to the I'g diagonal terms and on the basis spanned by the separable wavefunctions
diagonalized both the off diagonal terms of eq.(15) and the off diagonal elements of the I'y matrix.
The latters involve p, and ky Thus, they induce band mixing effects ; i.e the eigensolutions are not
eigenstates of J,. In contrast with quasi bi-dimensional heterolayers the band mixing effects do not
vanish at the onset of the ky subbands. This is because k, is never zero in quantum wires due to the
size quantization along the x direction. An example of calculated valence subbands is shown in
fig.(20) for a GaAs—Gao.gAlo_zAs single wire with L,= 50 A and Ly= 200 A. The dashed lines
correspond to the valence subband in the wire. An analysis of the corresponding wavefunctions
show that, except for the ground subband in the vicinity of ky= 0, there exists a significant mixing
between the £ 3/2 and *1/2 states.

V.IL Density of states

The bound z and x motions in a single quantum wire lead to singularities in the density of
states. In fact, one readily finds :

L, [2m* 1
pe) = L iz Z——- Y(€-E - ¢) (24)
T h mn,/e-Em-en

This result recalls the density of states of bulk electrons in a quantizing magnetic field. In both cases
one deals with carrier motions which are free along one direction but bound in the two others.

The singularities at the onset of quasi unidimensional subbands will be rounded off by
imperfections. Nevertheless they will have a profound influence on the carrier transport. When the
Fermi level passes through each edge E,+€,, the low temperature carrier mobility will display
sharp drops. In fact the mobility should vanish if p(€) is unbroadened as a result of intersubband
elastic scattering. This remark shows the necessity of achieving quantum wires in which the carrier
only occupy the ground subband if one wants to benefit of the predicted mobility enhancement.

For an array of weakly coupled parallel wires a tight binding analysis of the superlattice envelope
functions along the x direction leads to the dispersion relations :

a2
(»:nml"q’l =E +¢€_ + s, - 2t cosq d, +%_"K; (25)
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Fig. 20 : Valence dispersion relations of a rectangular
GaAs-Gag gAlj HAs quantum wire with L,=50 A and
L, =200 A. After reference [43).
where sp, and t.; are the shifts and transfer integrals respectively. Let us express the energy in the
dimensionless form :

e=E +e +s -2t +2t 7 (26)

Then, the density of states p, - associated with the m'? superlattice subband attached to the nth
bound state for the z motion is simply.

L L m* dx
pnm=;21 > Jy——— 0<n<2 @n
nd, o Jcosx—coscp
with
cos® = 1-7 (28)
and
LL ;
m* dx
Pom = 5= - f nz2 @9
nd, e 0 J-1+m+cosx

In eqs (27,29) we have assumed that tm> 0. In the case of negative t,'s, which arises if one
hybridizes odd states of the x- dependent quantum wells, eqs(26-29) have to be modified
accordingly. Fig. (21) shows a plot of p, ., versus the dimensionless parameter 1. In the vicinity of
1 = 0 one recognizes the staircase behaviour of two dimensional subbands while near 1 = 2 there is
a peak associated with a two dimensional saddle point : near T = 2, the carrier effective mass is
positive for the y motion but negative for the x motion. At large 1} one recovers the expected N - 112
decrease.
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Fig. 21 : Calculated density cf states of the lowest subband
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The singularity occurs at the edge of the Brillouin zone.
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MOLECULAR BEAM EPITAXY OF ARTIFICIALLY LAYERED III-V SEMICONDUCTORS

ON AN ATOMIC SCALE

Klaus Ploog
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D-7000 Stuttgart-80, FR-Germany

1. INTRODUCTION

In the past decade precisely controlled crystal growth techniques have
emerged, including molecular beam epitaxy (MBE) / 1 / and metalorganic chemi-
cal vapour deposition (MO CVD) / 2 / , which have created a variety of new
opportunities for the fabrication of artificially layered III-V semiconduc-
tor structures. High-quality superlattices (SL) comprised of thin layers
of, e.g., Alas and GaAs have been prepared / 3, 4 / with the SL period ran-
ging from a value much larger than the underlying natural periodicity of the
lattice down to the width of a monolayer, where a monolayer is defined as
one layer of cations plus one layer of anions. The interfaces between these
epitaxial layers of different composition are used to confine electrons and/
or holes to two-dimensional (2D) motion (electrical and optical confinement).
Excitons play a more significant role in these quasi-2D systems than in the

corresponding bulk material / 5 / .

In this paper we first briefly review the fundamentals of molecular beam
epitaxy of III-V semiconductors using solid source materials / 6 / . We then
demonstrate the unique capability of MBE to engineer artificially layered
semiconductors on an atomic scale by discussing the optical properties of
all-binary AlAs/GaAs SL with periods ranging from a few tens of nanometer
down to the width of a monolaycer.We show that the Kronig-Penney model fails
to describe the observed optical transition energies due to the indirect
nature of the AlAs barrier material. We have, therefore, to pay particular
attention to the influence of the indirect X and/or L minima of the AlAs
barriers on the conduction subband energies even for the larger-period

SL. On the other hand, even ultrathin AlAs barriers only a few monolayers
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thick have a significant influence on the excitonic properties of AlAs/GaAs
SL. The all-binary AlAs/GaAs short-period superlattices (SPS) with periods
below 10 nm are used as substitutes for the ternary Aleal_xAs alloy to im-
prove the carrier confinement in GaAs quantum wells (QW). The ultrathin-layer
(AlAs)m(GaAs)n superlattices (UTLS) with (m, n) = 1, 2, 3 represent a new ar-
tificial semiconductor material with novel electronic properties. Finally, we
briefly discuss some aspects of MBE using metalorganic (gaseous) source mate-
rials. This technique has its merits in the simultaneous generation of con-
trolled phosphorus and arsenic beams for the reproducible growth of mixed

), etc.

1- 1-x 1-y
With the advent of gas-source MBE and MO MBE, also called CBE (chemical

phosphide/arsenide compounds such as GaPyAs y,(Ga\(In ) (PyAs
beam epitaxy), the gap between the techniques of MBE and low-pressure MO CVD

has been closed.

2. FUNDAMENTALS AND CONTROL OF MBE PROCESSES

The unique capability of MBE to create a wide variety of mathematically
complex compositional and doping profiles in semiconductors arises from the
conceptual simplicity of the growth process / 6 / . The particular merits of
MBE are that thin films can be grown with precise control over thickness,
alloy composition, and doping level. In Fig. 1 we show schematically the
fundamentals for MBE growth of III-V semiconductors. The MBE process consists
of a co-evaporation of the constituent elements of the epitaxial layer (AL,
Ga, In, P, As, Sb) and dopants (mainly Si for n-type and Be for p-type doping)

onto a heated crystalline substrate where they react chemically under ultra-

‘ - Substrate Heater
e )
Rotating

RHEED Etectron Gun GaAs Substrate

!

Fluorescent Screen

- Molecular Beam Fig. 1 Schematic illustra-

tion of MBE growth

Effusion Cell Shutter
process for III-V

semiconductors
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high vacuum (UHV) conditions. The composition of the layer and its doping
level depend on the relative arrival rate of the constituent elements which
in turn depend on the evaporation rate of the appropriate sources. Accurate-
ly controlled temperatures (to within + 0.1° at 1000 oC) have thus a direct,
controllable effect upon the growth process. The group~III-elements are al-
ways supplied as monomers by evaporation from the respective liquid element
and have a unity sticking coefficient over most of the substrate temperature
rangesused for film growth (e.g. 500 - 650 °c for GaAs). The group-V-elements,

on the othér hand, can be supplied as tetramers (P As ., Sb4) by sublimation

4’
from the respective solid element or as dimers (P2, A52? Sb2) by dissociating
the tetrameric molecules in a two-zone furnace. The growth rate of typically
0.5 - 1.5 um/hr is chosen low enough that migration of the impinging species
on the growing surface to the appropriate lattice sites is ensured without
incorporating crystalline defects. Simple mechanical shutters in front of

the evaporation sources are used to interrupt the beam fluxes to start and
stop deposition and doping. Due to the slow growth rate of 1 monolayer/s,
changes in composition and doping can thus be abrupt on an atomic scale.

The transmission electron (TEM) micrograph of a AlAs/GaAs superlattice dis-
played in Fig. 2 demonstrates that this independent and accurate control of
the individual beam sources allows the precise fabrication of artificially

layered semiconductor structures on an atomic scale.

The design of high-gquality molecular beam sources fabricated from non-
reactive refractory materials is the most important requirement for success-
ful MBE growth. Precise temperature stability (+ 0.1% at 1OOOOC) and repro-
ducibility are essential. For accurate kinetic studies relevant to the growth
process, (equilibrium) Knudsen effusion cells with small orifice have been
used to produce collision-free thermal-energy beams of the constituent ele-
ments {(Fig. 3a). The analytical formulae used to calculate the angular in-

tensity distribution of molecular beams emerging from Knudsen cells were

P B SR SR B R 1
e ¥an

Fig. 2 High-resolution lattice image of a AlAs/GaAs SL using [110] electron

beam incidence (the TEM was tasen by H. Oppolzer, Siemens AG)
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summarized by Herman / 7 / . For practical film growth, nonequilibrium
(Langmuir~type) effusion cells of sufficient material capacity (10 - 100
cm_3) for reduced filling cycles are used (Fig. 3b). The crucibles made of
PBN without any lid are of either cylindrical or conical (tapered) shape,

and they have a length of about 5 - 10 times greater than their largest
diameter. Cylindrically shaped effusion cells may yield progressively grea-
ter nonuniformity in the films as the charge is depleted, due to some colli-
mating effect. To some extent this variation in uniformity from cell deple-
tion can be balanced by inclining the rotating substrate with respect to

the common central axis of the effusion cell assembly. Saito and Shibatomi

/ 8 / performed a systematic investigation of the dependence of the uni-
formity of the molecular beams across the substrate on the geometrical re-
lationship between the Langmuir-type effusion cells and the substrate. The
authors used conical crucibles having a taper ¢o and a diameter 2r of the
cell aperture, which are inclined at an angle ¢ to the normal of the conti-
nuously rotating substrate. The diameter of the uniform area on the substrate
was found to depend primarily on the distance between the substrate and the
effusion cell, the taper of the cell wall, and the diameter of the cell aper-
ture. The optimization of these parameters resulted in a reduction of the

1-
3-inch wafers / 9 / . The beam flux emerging from these nonequilibrium

thickness variation of GaAs and Alea xAs layers to less than + 1% over

effusion cells is monitored intermittantly using a movable ion gauge placed
in the substrate position. This procedure between growth runs is mainly

used to ensure reproducibility of fluxes, not to measure absolute magnitudes.

In the growth of III-V compounds and alloys, the choice of either

dimeric or tetrameric group-V-element species can have a significant
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influence on the film properties, due to the different surface chemistry
involved. There are three methods of producing P2 and ASZ' First, incon-
gruent evaporation of the binary III-V compounds yields dimeric molecules
/ 10 / . Second, the dimeric species are obtained by thermal decomposition

of gaseous PH, or ASH3 / 11, 12 / which, however, produces a large amount

of hydrogen ii the UHV system. Third, dimers can be produced from the ele-
ments by using a two-zone effusion cell, in which a flux of tetramers is
formed conventionally and passed through an optically baffled high-tempe-
rature stage where complete conversion to P2 or A52 occurs above 900 OC.
The design of two-zone effusion cells has been described by several authors

/ 13 -15/ .

Severe problems in the growth of heterojunctions of exact stoichiometry
may arise from the existence of transients in the beam flux intensity when
the shutter is opened or closed. The temperature of the melt in the cruci-
ble is affected by the radiation shielding provided by a closely spaced
mechanical beam shutter. Therefore, a flux transient lasting typically
1 - 3 min occurs when the shutter is openedand the cell is establishing a
new equilibrium temperature. Several approaches have been proposed to reduce
or eliminate these flux transients, including the increase of the distance
between cell aperture and shutter to more than 3 cm / 16 / or the application
of a two-crucible configuration / 17 / . Elimination of the flux transients
is of particular importance for the growth of AlxIn

As/Ga_In As hetero-
X x X

1- 1-

junctions lattice-matched to InP substrates.

The stoichiometry of most III-V semiconductors during MBE growth is

selfregulating as long as excess group-V-element molecules are impinging

on the growing surface. The excess group-V-species do not stick on the
heated substrate surface, and their condensation occurs only when group-
III-element adatoms are present on the surface / 18, 19 / . The growth

rate of the films is essentially determined by the arrival rates of the
group-~III-elements. A good control of the composition of III-III-V alloys
can thus be achieved by supplying excess group-V-species and adjusting the
flux densities of the impinging group-IIl-beams, as long as the substrate
temperature is kept below the congruent evaporation limit of the less stable

of the constituent binary III-V compounds (e.g. GaAs in the case of Alea

As) / 20 / . At higher growth temperatures, however, preferential desorp—1 i
tion of the more volatile group-III-element (i.e. Ga from Aleal_xAs)
occurs so that the final film composition is not only determined by the
added flux ratios but also by the differences in the desorption rates.
To a first approxime+ion we can estimate the loss rate of the group-III-
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elements from their vapour pressure data / 21 / . This assumption is rea-
sonable because the vapour pressure of the element over the compounds, i.e.
Ga over GaAs, is similar to the vapour pressure of the element over itself
/ 22 / . The results are summarized in Table 1. The surface of alloys grown
at high temperatures will thus be enriched in the less volatile group-III-
element. As a consequence, we expect a significant loss of In in GaxIn As

1-x

films grown above 550 °c and a loss of Ga in Alea xAs films grown above

1-
o
650 C, and an intermittant calibration based on measured film composition

is recommended for accurate adjustments of the effusion cell temperatures.

The growth of ternary III-V-V alloy films, like GaPyAs , by MBE is more

1-
complicated, because even at moderate substrate temperatzres, the relative
amounts of the group-V-element incorporated into the growing film are not
simply proportional to their relative arrival rates / 23 / . The factors
controlling this incorporation behaviour are at present not well understood.
It is therefore difficult to obtain a reproducible composition control dur-
ing MBE growth of ternary III-V-V alloys. For ternary III-III-V alloys, on
the other hand, the simplicity of the MBE process allows composition control
from x = 0 to x =1 in Alea

As, GaxIn xAs etc. with a precision of +0.001

1-x 1- 14 -3 19 " -3
and doping control, both n- and p-type, from the 10 cm to the 10 cm
range with a precision of a few percent. The accuracy is largely determined
by the care with which the growth rate and doping level was previously cali-
brated in test layers. Horikoshi et al. / 24 / have recently shown that high

quality GaAs and AlAs can be grown at a substrate temperature as low as 300
o .
C 1if Ga or Al and As4 are alternately supplied to the growing surface. In

an arsenic-free environment, which exists for a short period, the surface

migration of Ga and Al is strongly enhanced.

The purity of many MBE grown III-V semiconductors is limited by back-
ground acceptor impurities due to residual carbon. Larkins et al. / 25 /

have recently obtained unintentionally doped GaAs with an extremely low
residual acceptor concentration of NA = 2.4 x 1013 cm_3. With a donor con-
centration of ND =1.5 x 1014 cm_3 they measured a Hall mobility of 1.6 x

105 cmz/Vs at 77 K. These values indicate that the purity of GaAs grown by

TABLE 1 Approximate loss rate of group-IIl-elements in monolayer per
second estimated from vapour pressure data

Temperature (OC) Al Ga In
550 - - 0.03
600 - - 0.3
650 - 0.06 1.4
700 - 0.4 8
750 0.05 2 30
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MBE now approaches that of GaAs grown by vapour phase epitaxy / 26 / . The
most common dopants used during MBE growth are Be for p-type and Si for
n-type doping. Be behaves as an almost ideal shallow acceptor in MBE grown
III-V semiconductors for doping concentrations up to 2 x 1019 cm'3 / 27 /.
Each incident Be atom produces one ionized impurity species, providing an
acceptor level 29 meV above the valence band edge in GaAs. At doping concen-
trations above 3 x 1019 cm_3, however, the surface morphology and the lu-
minescence properties degrade / 28 / and the diffusion of Be is enhanced

/ 29, 30 / , when the samples are grown at substrate temperatures above
550 OC. Lowering of the substrate temperature to 500 °c makes feasible Be
acceptor concentrations up to 2 x 1020 cm-3 in GaAs with perfect surface

morphology and reduced Be diffusion / 31 / .

The group-IV-element Si is primarily incorporated on Ga sites during
MBE growth under As-stabilized conditions, yielding n-type material of fair-
ly low compensation. The observed doping level is simply proportional to the
dopant arrival rate provided care is taken to reduce the H20 and CO level
during growth. The upper limit of n = 1 x 1019 <:m_3 for the free-electron
concentration in GaAs was originally attributed to the enhanced autocompen-
sation, i.e. the incorporation of Si on As sites and on interstitials / 32,
33 / . Recent investigations / 34 , 35 / indicate, however, that more probab-
ly nitrogen evolving from the PBN crucible containing Si and heated to about
1300 oC causes the compensating effect. This effect can be overcome by the
use of a very low growth rate of about 0.1 um/hr / 34 / . Recently, Maguire
et al. / 36 / proposed that Si donors in GaAs are mainly compensated by
[si-x] complexes, where X was assigned to Ga vacancy (VGa), to account for
the compensation often found in very heavily doped layers. The possibility

of Si migration during MBE growth of Alea XAs films at high substrate

1-
temperatures and/or with high donor concentration has been the subject of
controverse discussions, because of its deleterious effects on the proper-

ties of selectively doped Alea xAs/GaAs heterostructures (see / 37 / and

1~
references therein). Gonzales et al. / 37 / provided some evidence that
only at high doping concentrations (> 2 x 1018 cm-a) Si migration might

occur in Alea xAs films as the result of a concentration-dependent diffu-

1-
sion process which is enhanced at high substrate temperatures. Finally, it
is important to note that the incorporation of Si atoms on either Ga or As
sites during MBE growth depends on the orientation of the GaAs substrate.

Wang et al. / 38 / found that in GaAs grown on (111)a, (211)A and (311)A

orientations the Si atoms predominantly occupy As sites and act as accept-
or, while they occupy Ga sites and act as donors on (001), (111)B, (211)B,

(211)B, (511)A, (511)B and higher-index orientations. Based on these results,
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Miller / 39 / and Nobuhara et al. / 40 / could grow a series of lateral

p-n junctions on graded steps of a (0Ol) GaAs substrate surface.

In general MBE growth of III-V semiconductors is performed on (0Ol)
oriented substrate slices about 300 - S00 um thick. The preparation of the
growth face of the substrate from the polishing stage to the in-situ clean-
ing stage in the MBE system is of crucial importance for epitaxial growth
of ultrathin layers and heterostructures with high purity and crystal per-
fection and with accurately controlled interfaces on an atomic scale. The
substrate surface should be free of crystallographic defects and clean on
an atomic scale with less than 0.01 monolayer of impurities. Various clean-
ing methods have been described for GaAs and InP which are the most impor-
tant substrate materials for deposition of III-V semiconductors / 4, 6,

41 - 43 / . The first step always involves chemical etching, which leaves
the surface covered with some kind of a prectective oxide. After insertion
in the MBE system this oxide is removed by heating. This heating must be

carried out in a beam of the group-V-element (arsenic or phosphorus).

Advanced MBE systems consist of three basic UHV building blocks (the
growth chamber, the sample preparation chamber, and the load-lock chamber)
which are separately pumped and interconnected via large diameter channels
and isolation valves. High-quality layered semiconductor structures require
background vacuums in the low 10.11 Torr range to avoid incorporation of

impurities into the growing layers. Therefore, extensive LN, cryoshrouds

are used around the substrate to achieve locally much lowerzbackground
pressures of condensible species. Until recently, most of substrate wafers
were soldered with liquid In (at 160 °c) to a Mo mounting plate / 41 / .
This practice provides good temperature uniformity due to the excellent
thermal sinking, and it is advantageous for irreqularly shaped substrate
slices. However, the increasing demand for production oriented post-growth
processing of large-area GaAs wafers and the availability of large-diameter
(> 2 in.) GaAs substrates has fostered the development of In-free mounting
techniques. Technical details of direct-radiation substrate heaters have
been described by several authors / 44 - 47 / . Immediately after mounting
the Mo plate with the prepared substrate is inserted into the load-lock
chamber. The transfer between the chambers is made by trolleys and magneti-
cally coupled transfer mechanisms. In the growth chamber the Mo mounting
plate holding the substrate wafer is fixed by a bayonet joint to the Mo
heater block whiéh is rigidly attached to a special manipulator. This
manipulator correctly positions the substrate wafer relative to the sources,
heats it to the required temperature, and rotates it azimuthally for optimum

film uniformity.
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The most important method to monitor in-situ surface crystallography
and kinetics during MBE growth is reflection high energy electron diffrac-
tion (RHEED) operated at 10 - 50 KeV in the small glancing angle reflection
mode. The diffraction pattern on the fluorescent screen contains information
from the topmost nanometer of the deposited material that can be related
to the topography and structure of the growing surface (Fig. 4). The spe-
cific surface reconstruction can be identified and correlated to the sur-
face stoichiometry which is an important growth parameter. In addition,
the temporal intensity oscillations observed in the features of the RHEED
pattern are used to study MBE growth dynamics and the formation of hetero-
interfaces in multilayered structures / 48, 49 / . The periodic intensity
oscillations in the specularly reflected beam of the RHEED pattern shown
in Fig. 5 provides direct evidence that MBE growth occurs predominantly
in a two-dimensional (2D) layer-by~layer growth mode. The period of the
intensity oscillations corresponds exactly to the time required to grow
a monolayer of GaAs (i.e. a complete layer of Ga plus a complete layer of

As), AlAs, or AlXGa As. To a first approximation we can assume that the

oscillation amplituéexreaches its maximum when the monolayer is completed
(maximum reflection). Although the fundamental principles underlying the
damping of the amplitude of the oscillations are not completely understood,
the method is now widely used to monitor and to calibrate absolute growth

rates in real time with monolayer resolution.

The oscillatory nature of the RHEED intensities provides direct real-
time evidence of compositional effects and growth modes during interface

formation. As for the widely used Alea xAs/GaAs heterointerface, the

1_
sequence of layer growth is critical for compositional gradients and crys-

tal perfection, which in turn is important for optimizing 2D transport
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Fig. 5 RHEED intensity oscillations of the specular beam obtained in
[100] azimuth on (0O1) GaAs during growth of a AlAs/GaAs hetero-

structure.

properties. When the Al flux is switched at the maximum of the intensity
oscillations, the first period for the growth sequence from ternary alloy

to binary compound corresponds neither to the Alea xAs growth rate nor

1-
to the steady-state GaAs rate, but shows some intermediate value. For the
growth sequence from binary compound to ternary alloy or between the two
binaries an intermediate period does not exist. A possible explanation

for this phenomencon can be found in the relative surface diffusion lengths
of the group~III-elements Al and Ga, which were estimated to be XA] z 3.5
nm and XGa ¥ 20 nm on (001) surfaces under typical MBE growth conditions
/49 / . These differences in cation diffusion rates have striking conse-
quences on the nature of the interface. While a GaAs layer should be cover-
ed by smooth terraces of 20 nm average length between mcnolayer steps,

those on an AlXGa xAs layer would be only 3.5 nm apart. The important re-

1-

sult of this qualitative estimate is that the GaAs/Alea xAs interface

i-
is much smoother on an atomic scale than the inverted structure. Direct
experimental evidence for this distinct difference in binary-to-ternary
layer growth sequence is obtained from the high-resolution TEM investiga-
tions of Suzuki and Okamoto / 50 / . Their lattice image of a Alo’2Gao‘8As
/AlAs superlattice shows clearly that the heterointerface is abrupt to
within one atomic layer only when the ternary alloy is grown on the binary
compound but not for the inverse growth sequence. Since the nature of the

heterointerface is critical for optimising excitonic as well as transport

properties in quantum wells, various attempts have been made to minimize
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the interface roughness (or disorder) by modified MBE growth conditions.
The most successful modification is probably the method of growth inter-
ruption at each interface. Growth interruption allows the small terraces
to relax into larger terraces via diffusion of the surface atoms. This
reduces the step density and thus simultaneously enhances the RHEED cpecu-
lar beam intensity which can be used for real-time monitoring. The time

of closing both the Al and the Ga shutter (while the As shutter is left
open) depends on the actual growth condition. Values ranging from a few

seconds to several minutes have been reported / 51, 52 /

High-angle X-ray diffraction is a powerful nondestructive technique
for investigation of interface disorder effects in superlattices and multi
quantum well heterostructures, if a detailed analysis of the diffraction
curves is performed / 53, 54 / . As the lattice parameters and scattering
factors are subject to a one-dimensional (1D) modulation in growth direc-
tion, the diffraction patterns consist of satellite reflections located
symmetrically around the Bragg reflections, as shown in Fig. 6 for a AlAs/
GaAs superlattice. From the position of the satellite peaks the superlat-
tice periodicity can be deduced. Detailed information about thickness fluc-
tuations of the constituent layers, inhomogeneity of composition, and in-
terface quality can be extracted from the halfwidths and intensities of
the satellite peaks. The existence of interface disorder manifests itself

in an increase of the halfwidths and a decrease of the intensities of the
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satellite peaks, shown in Fig. 6. During MBE growth of these two (AlAs)42
(GaAs)34 superlattices, the adjustment of the shutter motion at the transi-
tion from AlAs to GaAs and vice versa was changed in the two growth runs.
Sample A was grown with growth interruption at each AlAs/GaAs and GaAs/AlAs
interface, whereas sample B was grown continuously. While the positions of
all the diffraction peaks of sample A coincide with those of sample B, the
halfwidths of the satellite peaks from sample A are narrower and their re-
flected intensities are higher. A growth interuption of 10 s was sufficient
to smooth the growing surface which then provides sharp heterointerfaces.
When the heterojunctions are grown continuously, the monolayer roughness of
the growth surface leads to a disorder and thus broadening of the interface.
In X-ray diffraction this broadening manifests itself as a random variation
of the superlattice period of about one lattice constant (v 5.6 X) for
sample B. The quantitative evaluetion of the interface quality by X-ray
diffraction becomes even more important if the lattice parameters of the
epilayer have to be matched to those of the substrate by appropriate choice
As/Ga

of the layer composition, as for Al As superlattices

0.48"0.52 0.471M0.53

lattice-matched tc InP substrates / 53 / .

3. ENGINEERING OF ARTIFICIALLY LAYERED III-V SEMICONDUCTORS
ON AN ATOMIC SCALE

In this section we demonstrate the capability of MBE to engineer arti-
ficially layered semiconductors on an atomic scale by discussing the opti-
cal properties of all-binary AlAs/GaAs SL with periods ranging from a few
tens of nanometer down to the width of a monolayer. In the AlAs/GaAs UTLS
the concept of artificially layered semiconductor structures is scaled
down to its ultimate physical limit normal to the crystal surface, as the
constituent layers have a spatial extent of less than the lattice constant
of the respective bulk material. We show that the indirect minima of the
AlAs barrier material have a significant influence on the excitonic proper-

ties of these superlattices.

3.1 AlAs/GaAs Short-Period Superlattices (SPS)

The research activities on AlAs/GaAs short-period superlattices (SPS)
were initiated by some detrimental structural, electrical, and optical pro-

perties of the ternary alloy Alea xAs. First, the interface roughness

1-
for growth of binary GaAs or AlAs on the ternary alloy mentioned before
yields inferior excitonic and transport properties. Second, the electrical

properties of n-type Alea xAs for 0.2 < x < 0.45 are controlled by a

1-
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deep donor ("DX center") in addition to the hydrogen-like shallow donor due

to the peculiar band structure of the alloy / 56 - 58 / . Third, the X minimum
of the conduction band (CB)becomes the lowest one when x > 0.43 (at 4K), and
thus an indirect bandgapof the alloy results / 59 / . The all-binary AlAs/
GaAs short-period and ultrathin-layer superlattices are considered as possible
substitutes for the random ternary alloy in advanced device structures. In
addition, the electronic properties of these superlattices, which are in the
transition region between the extremes of quantum well behaviour for period
length > 8 nm (i.e. m, n > 15) and of a possible alloy-like behaviour of

monolayer superlattices, are not completely understood.
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Confinement layers composed of short-period superlattices AmBn with
5 < (m, n) < 10 play an important role for highly improved optical proper-

ties of GaAs, GaSb, and Ga As quantum wells / 60 - 62/. In Fig. 7

0.47™%0.53
we show schematically the real-space energy band diagram of a quantum well
confined by SPS barriers. Also indicated in this figure is the process of
carrier injection and vertical transport in the SPS towards the quantum well
and the process of radiative electron-hole recombination / 63 / . The SPS
barriers consist of all-binary AlAs/GaAs for GaAs gquantum wells, of all-bi-
nary AlSb/GaSb for GaSb quantum wells, and of all-ternary A10.4BInO.S2As/
G

As for Ga As quantum wells lattice matched to InP. The

20.47"%0.53 0.47"%.53
effective barrier height for carrier confinement in the quantum wells is ad-
justed by the appropriate choice of the layer thickness of the lower-gap
material in the SPS. The observed improvement of the optical properties of
SPS confined quantum wells is due (i) to a removal of substrate defects

by the SPS layer, (ii) to an awmelioration of the interface between quantum
well and barrier, and (iii) to a modification of the -“ynamics of photoexci-
ted carriers in the SPS barrier. In particular for GaSb and for Gao,471no,53
As quantum wells we have provided the first direct evidence for intrinsic
exciton recombination by application of SPS barriers / 61, 62 / . Detailed
studies of the dynamics of photoejcited carriers sinking into SPS confined
enlarged GaAs quantum well have clearly demonstrated an efficient vertical
transport of electrons and holes through the thin AlAs barriers of the SPS

/ 63 - 65 / . In addition, the recombination lifetime of photoexcited car-

riers in GaAs quantum wells is significantly improved by the application of

SPS barriers / 66 / .

The improved dynamics of injected carriers and their efficient trapping
by the enlarged well make the SPS confined quantum wells very attractive for
application in newly designed heterostructure lasers with separate superlat-
tice waveguide und superlattice barriers. In Fig. 8 we show schematically
how a grading of the effective band gap can be achieved by gradually chang-
ing the width of the GaAs wells in the SPS / 67 / . Recently, graded-index
waveguide separate-confinement heterostructure (GRIN-SCH) laser diodes with
a very low threshold current density have been fabricated / 68 / , where the
graded-index waveguide was constructed by all-binary AlAs/GaAs SPS with gra-
dually changed GaAs layer thicknesses (from 1.8 to 3.3 nm at eight intervals
of six periods with a constant AlAs barrier width of 1.9 nm). When n- or p-
doped SPS confinement layers are required, this can be achieved by selective-

ly doping the GaAs regions of the SPS / 69 /
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A distinct example for the removal of substrate defects by SPS buffer
layers'and for the improvement of the interface between quantum well and

SPS barrier is given by a modified selectively doped Alea xAs/GaAs hetero-

i-
structure with high-mobility 2D electron gas {2DEG) which we have developed
recently / 70 / . A l0-period AlAs/GaAs SPS prevents propagation of dislo-
cations from the substrate so that the thickness of the active GaAs layer
containing the 2DEG can be reduced to 50 nm. The SPS confined narrow active
GaAs layer is of distinct importance for transistor operation, because the
electrons cannot escape too far from the 2D channel during pinch-off. This
implies a higher transconductance for the high electron mobility transistor
(HEMT). In addition, the growth time of the complete heterostructure is
reduced to less than 15 min. An additional 15 min for wafer exchange and heat
and cool time makes a total of 30 min throughput time per 2-in high-quality
heterostructure wafer grown by MBE. We have finally used AlAs/GaAs SPS in

one-sided selectively doped Alea XAs/AlAs/GaAs multi quantum well hetero-

1- 5

structures which exhibit an enhanced electron mobility of more than € x 1O

cm2/V s at 4K with AlAs spacer as narrow as 4.5 nm / 71 /

3.2 Effect of Barrier Thickness on Optical Properties of

AlAs/GalAs Superlattices

When the barrier thickness LBin Alea1

duced to below 3 nm, the wavefunctions of the GaAs wells couple through

XAs/GaAs superlattices is re-

the barriers and subbands of finite width parallel to the layer plane are
formed. At this transition from a multi quantum well heterostructure with
isolated GaAs wells to a real Esaki-Tsu superlattice the luminescence peak
energy should decrease for a constant well width LZ due to the broadening
of the subbands. We have recently found, however, that even for isolated
GaAs wells with thick barriers in AlAs/GaAs superlattices the barrier thick-
ness has an unexpected influence on the excitonic transitions / 72/ . In
Fig. 9 we show that for constant GaAs well widths of Lz = 10.2 nm and LZ

= 6.4 nm the excitonic peaks shift to higher energies and the splitting
between heavy- (Elh) and light-hole (Ell) free excitons becomes larger
when the AlAs barrier thickness is reduced from I_.B = 16 to LB = 2nm. The
same high-energy shift exists when 3 mole percent Al is added to the well.
This phenomenon is in contrast to the expectation from a simple coupling

between adjacent wells, and a conclusive explanation has not yet been found.
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Fig. 9 Variation of luminescence peak-energy (left) and splitting between
Elh and Ell free-exciton resonances (right) as a function of barrier
thickness in AlAs/GaAs superlattices for three series of samples

with constant well widths.

For interpretation we have to take into account the complex band structure
of GaAs quantum wells arising from (i) the valence band mixing, (ii) the
nonparabolicity of the conduction band, and (iii) the indirect nature of the
barrier material. For practical application it is important that our results
demonstrate the inadequacy of luminescence spectroscopy to determine the

well widths of superlattices accurately. For this purpose additional tech-
niques like double-crystal X-ray diffraction are required. We have used

this technique to determine the thickness of the constituent layers of the
three series of samples precisely, since the knowledge of the actual values

is crucial for interpretation of the luminescence data.

We have recently extended our investigation of modified excitonic fea-
tures in AlAs/GaAs SL particularly to the range of ultrathin AlAs barriers
/ 73 / . In Fig. 10 we show for 9.2 nm GaAs wells that blue-shifts of 6 meV
for the E-x (heavy-hole) and of 8 meV for the ECY

1hh 11lh
transitions occur and that the 1 hh - 1 lh splitting increases from 12.7

(Light-hole) intersubband
meV to 16.4 meV when the barrier thickness LB is decreased. The faint 2 meV
decrease of the transition energy observed for the 1.3 nm AlAs barrier pro-

bably indicates the beginning of the well coupling. In addition, we observe
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a reduction of the oscillator strength (evaluated from the intensities of
the Efgh and ET?h peaks) of the 1 lh transition as compared to the 1 hh
transitions for SL with thin barriers. In AlAs/GaAs SL with narrower wells
of LZ = 6.4 nm, where the confinement effect is larger, the observed blue-
shifts (8 meV) and the reduction of the relative oscillator strength are

even more pronounced.

2K
GaAs/AlAs MQW
20 periods
Lz-=92nm Fig. 10 Photoluminescence excitation
Le —
o (@) 9 &nm spectra of AlAs/GaAs SL
c
2 .
& with LZ = 9.2 nm wells.
S
~ () 3 8nm The arrows indicate the
>
= calculated positions of the
»
2 -
E (] 26nm lowest heavy-hole (1lhh) and
4N light-hole (1lh) transitions
assuming exciton binding
{d) t3nm energies of 8 meV for 1hh
and 9 meV for 1llh.
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The important result of our investigation / 73 / is that quantum
confinement effects in AlAs/GaAs SL exist down to ultrathin barriers of
LZ = 1.3 nm by virtue of the indirect nature of the AlAs conduction band
(CB). In addition, the 2D eigen-states which are less confined in the quan-
tum well are more sensitive to a variation of the barrier thickness. We
explain these effects by means of the data shown in Fig. 11. In the limit
of ultrathin barriers, a strong discrepancy between the measured exciton
resonance energies and the calculated values exists (the one-band Kronig-
Penney model considering the energies at the T-point was used for these
calculations). The variation of the confinement energy as a function of
barrier thickness is entirely different for the lowest electron, heavy-
hole, and light-hole subband, respectively. In particular for the heavy-
hole subband, the energy changes by only 1.5 meV in the range of 10 > LB
> 1 nm. The effective mass of the heavy-hole branch is "heavy" in the
GaAs well and also in the AlAs barrier, and therefore the wavefunction is
better confined to the well even with ultrathin barriers. The subband

energies of the light hole and of the "light" electron, on the other hand,
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Fig. 11 Comparison of measured and calculat.oii oxciton resonance energies
associated with the lhh and llh intersubband transitions for two
sets of AlAs/GaAs SL with LZ = 6.4 and 9.2 nm (left) and calcu-
lated confinement energies of lowest conduction (ET)rheavy—hole
(ETh), and light-hole (E}h) subbands as a function of LB using
bulk effective mass parameters (right, for details of parameters

see Ref. 73).

depend strongly on the barrier thickness as they arce less localized in the
GaAs well. The subbands associated with "light" effective mass parameters

can thus be modified more easily by well ccupling and/or band mixing. Tak-
ing into account the localized nature of the heavy-hole subband, the observ-
ed blue-shifts of 5 and 8 meV for the 1 hh exciton rescnances are most pro-
bably associated with a modification of the conduction subband. The increas-
ing blue-shift at higher confinement energies in the narrower wells indicates
the importance of band mixing with the upper CB minima at the X and L point
in the AlAs barricrs. The decrease of the oscillator strength of the 1lh
transition, on the other hand, is related to the nonparabolicity of the hole

subbands originating from the transverse dispersion / 74 /

Finally, we have grown a special contfiguration of AlAs/GaAs SL to allow
the direct observation of photoluminescence (PL) from conduction band stat.oo-
having both - and X-like character / 75 / . The actual structurcs consist
of 30-period AlAs/GaAs SL with a few monolayer thick AlAs spikes at the
center of the GaAs wells (sce inset of Fig. 12). For the whole set of sam-

ples the well and barrier thicknesscs are kept constant at values of I,
4
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9 nm and LB = 5 nm, respectively. Only the thickness lB of the AlAs spike
at the center of each well is varied from sample to sample, with lB = 0,

2, 4, 6, and 8 monolayers (ml). Inspection of the low-temperature (2K) PL
spectra in Fig. 12, obtained with the 2.335 eV line of a cw xr' ion laser,
clearly reveals a large shift of the main PL peak to higher energies even
for very narrow (2ml) AlAs spikes. In addition, an increase of the thick-
ness of the spikes results in the appearance of a sat of peaks regularly

distributed at intervals of the order of 20 meV, which scarcely evolve in

energy when 1B is further increased up to 8 ml.

The understanding of the observed PL spectra requires a careful des-
cription of the band structure of this specific SL configuration, taking
into account the indirect nature of AlAs with the minimum of the CB close
to the X-point. As a consequence of the SL potential along the (001) dir.c-
tion, for the CB at the T-point of the SL we have both a well spatially
centered on GaAs for I'-like states and a well on AlAs for X-like states
(see inset of Fig. 12 at right). The states at these wells will coexist at
the I point of the SL. In order to describe all these features properly,

we use a tight-binding Hamiltonian including spin-orbit interaction. A
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Fig. 12 Low-temperature photoluminescence spectra of AlAs/GaAs SL with
different thickness lB of AlAs spikes plac »d at the center of the
GaAs wells (left), and measured (open circles ) and calculated
(dots) energies of luminescence transitions in AlAs/GaAs SL with

AlAs spikes of different thickness at the well center (right).

The large circles correspond to the most intense peaks.
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simple perturbative approach / 76 / gives us the SL eigen-states both spa-
tially and in terms of the bulk states of the constituent semiconductors.
The valence band offset is the only adjustable parameter which has been
taken to AEV = 0.67 eV to give the best agreement between theory and experi-
ment. The large open circles in Fig. 12 indicate the energy of the PL peaks
that dominate the spectrum at higher temperatures or at high excitation
levels, while small open circles represent transitions surviving only under
low temperature or low excitation. Large closed circles correspond to cal-
culated transitions which involve CB states concentrated on GaAs. These
states give the largest overlap between CB and VB, and are thus responsible
for the most intense peaks in the experiment. As far as the other PL peaks
are concerned, they are clearly connected with CB states originating from
X-like states in AlAs. Now a detailed explanation of the experimental re-
sults becomes possible. In the absence of any AlAs spike, the T'-well is
a few tenths of an eV deeper than the X-well, so that the lowest CB state
of the SL originates from a GaAs [-like state. This state is responsible
for the only PL transition to the VB state concentrated on GaAs. The intro-
duction of the AlAs spike implies for the CB the appearance of a barrier
for GaAs T'-like states and a well for AlAs X-like states. So, for a few
monolayers spike width, the CB GaAs I'-like state shifts upwards in energy
crossing a set of AlAs X-like states. The main PL peak remains that origi-

nating from transitions between states concentrated on GaAs. At the same
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Fig. 13 X-ray diffraction pattern of (AlAs)m (GaAs)m superlattices with
m =1, 2, 3 obtained in the vicinity of the (002) and (004) Bragg

reflection.
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time, electrons transferred to AlAs X-like states cannot thermalize to
GaAs T'-like states of the CB because the latter are higher in energy. There-
fore, those electrons in AlAs recombine with holes in GaAs giving a set of

less intense peaks in the PL spectra.

3.3 (AlAs)m(GaAs)m Ultrathin-Layer and Monolayer Superlattices

The investigations of ultrathin-layer (AlAs)m(GaAs)m superlattices
(UTLS) and monolayer superlattices with m from 10 down to 1 were motivated
by the possibilities to shift the confined-particle states of the I', L and
X valleys of the conduction band (and also of ' of the valence band) to
high enough energy to create radiative size-determined "direct-indirect"
transitions exceeding in energy the bulk direct-indirect transitions of the

ternary alloy Alea xAs at X = 0.43 / 77 / . The recent progress in the

control of interfacé quality using RHEED intensity oscillation and growth
interruption has led to the successful growth of (AlAs)m(GaAs)m with m =
1, 2, 3, and 4 / 78, 79 / . Growth of these superlattices was achieved by
monitoring each deposited AlAs and GaAs monolayer from the RHEED oscillation
period, interrupting the group-IIl-element flux atm =1, 2, 3, or 4 and
allowing the RHEED intensity to recover almost to its initial value, and

then depositing the next layer. The well-ordered periodic layer-by-layer

arrangement of Al and Ga atoms on the appropriate lattice sites in [001}

Energy (eV)
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T=2K

(GOAS)3 (AlAs) 3

Fig. 14 Low-temperature photolumi-
— nescence spectra obtained
(GaAsh (A|A5)2 from (AlAs)m (GaAs) super-

m
lattices withm =1, 2, 3.

(GOAS)| (AIAS)|

.lJ.l e AW WS

600 650 700 750 800
Wavelength (nm)

Luminescence Intensity (arb.units,, lin.scale)

direction manifests itself in the appearance of distinct sateilite peaks
around the (002) and (004) reflections of the X-ray diffraction patterns

shown in Fig. 13. In these UTLS the electron states have lost their 2D
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character and become extended throughout the entire superlattice. The mix-
ing of different k-states due to zone folding effects can no longer be ne-
glected, and the electronic structure can therefore not be described by a
combination of the two constituent semiconductors in terms of the effective
mass theory. The calculations of the energy band structure of UTLS have to
be performed by treating the superlattice crystal as a whole / 80, 81 /

In Fig. 14 we show the low-temperature PL spectra obtained from the three
prototype (AlAs)m(GaAs)m UTLS withm = 1, 2, and 3. The three spectra are
dominated by one sharp luminescence line which strongly shifts in energy
as a function of period length, i.e. of m. In Table 2 we summarize the
luminescence peak energies of the three superlattices. For comparison, we
have also included the peak energy obtained from the m = 4 superlattice

and the no-phonon (NP) line from the ternary Alea xAs alloy. Although

1-
all five sample configurations were prepared under similar MBE growth con-

ditions and have nearly the same average composition of Al As, dis-

0.5%%0.5
tinct differences exist in the peak position and in the line shape of the
observed luminescence. The important result is that, except for the ternary
alloy, the m = 3 superlattice exhibits the highest PL peak energy of all
(AlAs)m(GaAs)m UTLS. In particular the luminescence of the monolayer super-
lattice is shifted by 146 meV to lower energy as compared to the ternary

A As alloy. The observed dependence of the luminescence energy

15.52%%.48
on the period length, i.e. on m, is in contrast to previous results of

TABLE 2 Variation of PL peak energy as a function of period length
observed in (AlAs)m(GaAs)m UTLS at 2 K. For comparison, also
the energy of the no-phonon luminescence detected in the ternary

Al Ga As alloy is included.
x 1-x

Superlattice Average Al Luminescence
configuration composition x peak energy (eV)
(AlAs)l(GaAs)1 0.51 1.931
(AlAs)z(GaAs)2 0.51 1.968
(AlAs)3(GaAs)3 0.49 2.033
(AlAs)4(GaAs)4 0.49 1.964
Al Ga1_xAs alloy 0.52 2.077

Ishibashi et al. / 82 / , but it is in gcod agreement with recent theore-

tical calculations / 80, 81 / . Thcse results provide definite experimen~
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tal evidence that the UTLS with m < 4 indeed represent a new artificial
semiconductor with novel electronic properties. A very intriguing feature
of the monolayer superlattice should be the absence of alloy scattering

which is dominant in the random texnary alloy / 83 / .

Finally, the question of the origin of the intense PL line in these
(AlAs)m(GaAs)m UTLS arises. To clarify the radiative recombination mecha-
nisms, we have studied the whole series of (AlAs)m(GaAs)m SL with 70 > m
>1 /84 / . In this series an intermediate range of SL periods exists
between m = 6 and m = 15, which alsc include the SPS, where the lumines-
cence properties gradually change from the normal quantum well behaviour
for m > 15 to a behaviour characteristic for the dominating participation
of X-like states. This change of the luminescence properties is clearly
seen in the PL excitation spectra depicted in Fig. 15. The m = 15 SL ex-
hibits the expected heavy- and light-hole excitonic features and a Stokes
shift of less than 10 meV between Elh luminescence and Elh absorption. The
m = 3 UTLS, on the other hand, does not show any feature due to heavy- and
light-hole splitting in the excitation spectrum. Instead, we observe a

threshold energy Et similar to that of the indirect-gap ternary Alo

h 52

Gao 48AS alloy. Consequently, the no-phonon excitonic PL transition in-

volves a heavy-hole confined at the I'-point in the GaAs layer and an elec-

tron confined in the (001) X-valley in the adjacent AlAs layer. The

(GaAs)g (AlAs), Fig. 15 Photoluminescence excitation

spectra of (AlAs)m(GaAs)

m
) i i >
(GOAS)3 (AlAS)3 superlattices with 15 m >
r 3
Eg\ and of ternary Aleal—xAS

alloy measured from the
detection energy at the main

PL peak towards higher energy.

Luminescence Intensity (a.u.)

U Y ST VS S U S N N T U T S T ) RS

0 50 100 150
Energy (meV)
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threshold in the absorption process, however, is induced by a I'-like direct
transition process. In the intermediate range of SL periods 6 < m < 15 the
holes are confined in the GaAs while the electrons reside in the indirect-
gap AlAs where they are confined to the well formed by the discontinuity of
the X-point band edges. The observed energy shift hetween photoluminescence
and absorption threshold thus corresponds directly to the energy separation
of the lowest direct (I'~like) and indirect (X-like) conduction band levels

of the respective superlattice configuration.

4. MBE USING GASEOUS SOURCE MATERIALS

The replacement of solid source materials in conventional MBE by gase-
ous source materials was initiated by the search for a long-lasting arsenic
source / 11, 12 / and for a reproducible compositional control during growth
of ternary III-V-V alloys based on phosphorus and arsenic / 23 / . Thermal
cracking of the hydrides PH, and AsH. at temperatures around 900 OC produces

3 3

the dimers P2 and As2 as well as hydrogen. This so~called gas~source MBE,
where only the group-V-elements are replaced by their corresponding hydrides,

allows epitaxial growth of high-quality Ga As/InP and GaxIn xP As

0.47'M0.53 1-xFy

1_y/InP heterostructures and superlattices with a high degree of control
/ 85, 86 / . An extension cf this concept was then made by replacement of
the group-IIl-elements by metalorganic compounds, like Ga(CH3), Ga(C2H5)3,

Al(CH3) In(CH3)3 etc. In this so-called metalorganic (MO) MBE / 87 / or

chemicai beam epitaxy (CBE) / 88 / the metalorganic flows mixed with hydro-
gen are combined outside the UHV system to form a single beam impinging onto
the heated substrate for a good compositional uniformity. On the substrate
surface thermal pyrolysis of the metalorganic compounds takes place and in
an excess group-V-beam the compound is formed. Also this technique allows
reproducible growth of Ga

As/InP and Ga_ In P As /InP hetcro-~
X Xy l-y

0.47M.53 1-
junctions and superlattices of hich quality / 87, 88 / .

Gas-source MBE and MO MBE close the gap between the techniques of MBE
and low-pressure MO CVD. These two recent developments have advantages for
the growth of phosphorus and arsenic containing III-V semiconductors. Al-
though a number of impressive results has been achieved, a detailed inves-
tigation of the incorporation behaviour of phosphorus and arsenic in III-
V-V~compounds is still lacking. In addition, a thorough comparison of the
properties of Al containing heterostructures and superlattices grown by
conventional MBE,gas source MBE or MOMBE would reveal the actual state of
the art of each of these techniques. Finally, the real challenge for both
gas-source MBE and MOMBE will be the replacement of the extremely toxic

AsH3 by suitable safer alkyls of high purity.

66




ACKNOWLEDGEMENT

This work was sponsored by the Bundesministerium filir Forschung und

Technologie of the Federal Republic of Germany.

REFERENCES
/ 1/ For an extensive survey on MBE see: Proc. 4th Int. Conf. Molecular
Beam Epitaxy, J. Cryst. Growth 81 (1987)
/ 2/ For an extensive survey on MOCVD see: Proc. 2nd Int. Conf. Metal-
organic Vapour Phase Epitaxy, J. Cryst. Growth 77 (1986)
3 A.C. Gossard, Thin Solid Films 57, 3 (1979)
4/ L.L. Chang and K. Ploog (Eds.):"Molecular Beam Epitaxy and Hetero-
structures" (Martinus Mijhoff, Dordrecht, 1985) NATO Adv. Sci. Inst.
Ser. E 87 (1985)
/ R.C. Miller and D.A. Kleinmann, J. Lumin. 30, 520 (1985)
6 E.H.C. Parker (Ed.):"The Technology and Physics of Molecular Beam
Epitaxy" (Plenum Press, New York, 1985)
7 M.A. Herman, Vacuum 32, 555 (1982)
8 J. Saito and A. Shibatomi, Fujitsu Tech. J. 21, 190 (1985)
9 J. Saito, T. lgarashi, T. Nakamura, K. Kondo, and A. Shibatomi,
J. Cryst. Growth 81, 188 (1987)
/ 10 / C.T. Foxon and B.A. Joyce, In Current Physics in Materials Science,
Vol. 7, ed. by E. Kaldis (North-Holland, Amsterdam 1981}
/ 11 M.B. Panish, J. Electrochem. Soc. 127, 2729 (1980)
/ 12/ A.R. Calawa, Appl. Phys. Lett. 38, 701 (1981)
/ 13 / H. Kinzel, J. Knecht, H. Jung, K. Winstel, and K. Ploog, Appl.
Phys. A 28, 167 (1982)
/ 14 / T. Henderson, W. Kopp, R. Fischer, J. Klem, H. Morkoc, L.P. Erick-
son, and P.W. Palmberg, Rev. Sci. Instrum. 55, 1763 (1984)
/ 15 / D. Huet, M. Lambert, D. Bonnevie, and D.Dufresne, J. Vac. Sci.
Technol. B 3, 823 (1985)
/ 16 / T. Mizutani and K. Hirose, Jpn. J. Appl. Phys. 24, L119 (1985)
/ 17 / P.A. Maki, S.C. Palmateer, A.R. Calawa, and B.R. Lee, J. Electro-
chem. Soc. 132, 2813 (1985)
/ 18 / C.T. Foxon and B.A. Joyce, Surf. Sci. 50, 434 (1975)
/ 19 / C.T. Foxon and B.A. Joyce, Surf. Sci. 64, 293 (1977)
/ 20/ C.T. Foxon and B.A. Joyce, J. Cryst. Growth 44, 75 (1978)
/ 21 / R.E. Honig and D.A. Kramer, RCA Review 30, 285 (1969)
/ 22 / C.T. Foxon, J.A. Harvey, and B.A. Joyce, J, Phys. Chem. Solids 34,

1693 (1973)

67




/ 27/

~

28

/ 29
/ 30
/ 31
/ 32

~

NN N N

/ 35/

39
40
41
42

NN N N

/ 44

NN N N

/ 45 /

/ 46 /
/ 47/

68

C.T. Foxon, B.A. Joyce, and M.T. Norris, J. Cryst. Growth 49, 132
(1980)

Y. Horikoshi, M. Kawashima, and H. Yamaguchi, Jpn. J. Appl. Phys.
25, L 868 (1986)

E.C. Larkins, E.S. Hellman, D.G. Schlom, J.S. Harris, M.H. Kim,
and G.E. Stillman, J. Cryst. Growth 81, 344 (1987)

C.M. Wolfe, G.E. Stillman, and W.T. Lindley, J. Appl. Phys. 41,
3088 (1970)

M. Ilegems, J. Appl. Phys. 48, 1278 (1977)

N. Duhamel, P. Henoc, F. Alexandre, and E.V.K. Rao, Appl. Phys.
Lett. 39, 49 (1981)

D.L. Miller and P.M. Asbeck, J. Appl. Phys. 57, 1816 (1985)

Y.C. Pao, T. Hierl, and T. Cooper, J. Appl. Phys. 60, 201 (1986)
J.L. Lievin and F. Alexandre, Electron Lett. 21, 413 (1985)

E. Nottenburg, H.J. Bihlmann, M. Frei, and M. Ilegems, Appl. Phys.
Lett. 44, 71 (1984)

J.M. Ballingall, B.J. Morris, D.J. Leopold, and D.L. Rode, J. Appl.
Phys. 59, 3571 (1986)

M. Heiblum, W.I. Wang, L.E. Osterling, and V. Deline, J. Appl. Phys.
54, 6751 (1983)

R. Sacks arnd H. Shen, Appl. Phys. Lett. 47, 374 (1985)

J. Maguire, R. Murray, R.C. Newman, R.B. Beal, and J.J. Harris,
Appl. Phys. Lett. 50, 516 (1987)

L. Gonzales, J.B. Clegg, D. Hilton, J.P. Gowers, C.T. Foxon, and
B.A. Joyce, Appl. Phys. A 41, 237 (1986)

W.I. Wang, E.E. Mendez, T.S. Kuan, and L. Esaki, Appl. Phys. Lett.
47, 826 (1985)

D.L. Miller, Appl. Phys. Lett. 47, 1309 (1985)

H. Nobuhara, O Wada, and T. Fujii, Electron. Lett. 23, 35 (1987)
A.Y. Cho and J.R. Arthur, Progr. Solid State Chem. 10, 157 (1975)
G.J. Davies, R. Heckingbottom, H. Ohno, C.E.C. Wood, and A.R.
Calawa, Appl. Phys. Lett. 37, 290 (1980)

H. Fronius, A. Fischer, and K. Ploog, J. Cryst. Growth 81, 169
(1987)

K. Oe and Y. Imamura, Jpn. J. Appl. Phys. 24, 779 (1985)

L.P. Erickson, G.L. Carpenter, D.D. Seibel, P.W. Palmberg, P.Pearah,
W. Kopp, and H. Morkoc, J. Vac. Sci. Technol. B 3, 536 (1985)

D.E. Mars and J.N. Miller, J. Vac. Sci. Technol. B 4, 571 (1986)
A.J. Springthorpe and P. Mandeville, J. Vac. Sci. Technol. B 4,
853 (198e6)

T. Sakamoto, H. Funabashi, K. Ohta, T. Nakagawa, N.J. Kawai, T.

Kojima, and K. Bando, Superlattices and Microstructures 1, 347 (1985)




49

50 /
51 /

S3 /
54 /

55

/ 56
/ 57

58
59

60

61

62

63

64

65

66

67

68

69

NN N N

/ 70/
/ 71/
/ 72/

B.A. Joyce, P.J. Dobson, J.H. Neave, K. Woodbridge, J. Zhang,
P.K. Larsen, and B. Bdlger, Surf. Sci. 168, 423 (1986)

Y. Suzuki and H. Okamoto, J. Appl. Phys. 58, 3456 (1985)

M. Tanaka, H. Sakaki, and J. Yoshino, Jpn. J. Appl. Phys. 25,

L 155 (1986)

F. Voillot, A. Madhukar, J.Y. Kim, P. Chen, N.M. Cho, W.C. Tang,
and P.G. Newman, Appl. Phys. Lett. 48, 1009 (1986)

L. Tapfer and K. Ploog, Phys. Rev. B 33, 5565 (1986)

Y. Kashihara, T. Kase, and J. Harada, Jpn. J. Appl. Phys. 25, 1834
(1986)

L. Tapfer, W. Stolz, and K. Ploog: Ext. Abstr. 1986 ICSSDM (Jpn.
Soc. Appl. Phys., Tokyo, 1986) 603

D.V. lLang, R.A. Logan, and M. Jaros, Phys. Rev. B 19, 1015 (1979)
E.F. Schubert and K. Ploog, Phys. Rev. B 30, 7031 (1984)

T.N. Morgan, Phys. Rev. B 34, 2664 (1986)

R. Dingle, R.A. Logan, and J.R. Arthur, Inst. Phys. Conf. Ser. 331,
210 (1977)

K. Fujiwara, H. Oppolzer, and K. Ploog, Inst. Phys. Conf. Ser. 74,
351 (1985)

K. Ploog, Y. Ohmori, H Okamoto, W. Stolz, and J. Wagner, Appl.
Phys. Lett. 47, 384 (1985)

J. Wagner, W. Stoliz, J. Knecht, and K. Ploog, Solid State Commun.
57, 781 (1986)

K. Fujiwara, J.L. de Miguel, and K. Ploog, Jpn. J. Appl. Phys. 24,
L 405 (1985)

B. Deveaud, A. Chomette, B. Lambert, A. Regreny, R. Romestain, and
pP. Edel, Solid State Commun. 57, 885 (1986)

A. Nakamura, K. Fujiwara, Y. Tokuda, T. Nakayama, M. Hirai, Phys.
Rev. B 34, 9019 (1986)

K. Fujiwara, A. Nakamura, Y. Tokuda, T. Nakayama, and M. Hirai,
Appl. Phys. Lett. 49, 1193 (1986)

J.J. Coleman, P.D. Dapkus, W.D. Laidig, B.A. Vojak, and H. Holonyak,
Appl. Phys. Lett. 38, 63 (1981)

Y. Tokuda, Y.N. Ohta, K. Fujiwara, and T. Nakayama, J. Appl. Phys.
60, 2729 (1986)

T. Baba, T. Mizutani, and M. Ogawa, Jpn. J. Appl. Phys. gg, L 627
(1983)

K. Ploog and A. Fischer, Appl. Phys. Lett. 48, 1392 (1986)

K. Ploog, H. Fronius, and A. Fischer, Appl. Phys. Lett. 50, (1987)
J. L. de Miguel, K. Fujiwara, L. Tapfer, and K. Ploog, Appl. Phys.
Lett. 47, 836 (1985)

69




/ 74

/

/ 75/

/ 17

/ 79 /

/ 80

~

/ 81/

/ 83

/ 84 /

/ 86
/ 87

70

K. Fujiwara, J.L. de Miguel, L. Tapfer, and K. Ploog, Phys. Rev.
B. to be published (1987)

M. Altarelli, J. Lumin. 30, 472 (1985)

L. Brey, C. Tejedor, J.L. de Miguel, F. Briones, and K. Ploog,
Proc. 18th Int. Conf. Phys. Semicond., Ed. O. Engstrém (World
Scientific Publ., Singapore, 1987) 727

C. Tejedor, J.M. Calleja, F. Meseguer, E.E. Mendez, C.A. Chang,
and L. Esaki, Phys. Rev. B 32, 5305 (1985)

M.D. Camras, N. Holonyak, K. Hess, J.J. Coleman, R.D. Burnham,
and D.R. Scifres, Appl. Phys. Lett. 41, 317 (1982)

M. Nakayama, K. Kubota, H. Kato, S. Chika, and N. Sano, Solid
State Commun. 53, 493 (1985)

T. Isu, D.S. Jian, and K. Ploog, appl. Phys. A 43, 75 (1987)
T. Nakayama and H. Kamimura, J. Phys. Soc. Jpn. 54, 4726 (1985)
M.A. Gell, D. Ninno, M. Jaros, and D.C. Herbert, Phys. Rev. B 34,
2416 (1986)

A. Ishibashi, Y. Mori, M. Itabashi, and M. Watanabe, J. Appl. Phys.

58, 2691 (1985)

T. Yao, Jpn. J. Appl. Phys. 22, L 680 (1985)

D.S. Jiang, K. Kelting, T. Isu, H.J. Queisser, and K. Ploog, J.
Appl. Phys. to be published (1987)

For a review on the fundamentals of gas source MBE see: M.B. Panish,

Prog. Cryst. Growth Charact. 12, 1 (1986)

M.B. Panish, J. Cryst. Growth 81, 249 (1987)

Y. Kawaguchi, H. Asahi, and H. Nagai, Inst. Phys. Conf. Ser. 79,
79 (1986)

W.T. Tsang, J.Cryst. Growth 81, 261 (1987) and references therein.




MOLECULAR BEAM EPITAXTAL GROWTH AND PROPERTIES OF

Hg~BASED MICROSTRUCTURES

Jean-Pierre Faurie
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P.0. Box 4348, Chicago, IL 60680

ABSTRACT

This review paper reports on growth by Molecular Beam Epitaxy and
characterization of Hgl_xNxTe-CdTe (N = Cd, Mn or Zn) superlattices and
Hgl_xCdee—HgTe heterojunctions with a special attention to the interdif-
fusion, the valence band offset between HgTe and CdTe and the Type III to
Type I transition in these superlattices.
I. INTRODUCTION

HgTe-CdTe superlattices have received a great deal of attention over
the last several years as a potential material for far-infrared detectors.
Since 1979 when this superlattice (SL) system was first proposed as a new

(1)

material for application in infrared optoelectronic devices, significant
theoretical and experimental attention has been given to the study of this
new superlattice system. The interest in HgTe-CdTe SL is due to the fact
that it is a new structure invelving a II-VI semiconductor and a II-VI
semimetal and that it appears to have great potential as a material for
infrared detectors.

Most of the studies have focused primarily on the determination of
the superlattice bandgap as a function of layer thicknesses and as a
function of temperature. Also, the description of the electronic and optical
properties at energies close to the fundamental gap has received much

attention.(z-h)

The growth of this novel superlattice was first reported in 1982(5)
and has subsequently been reported by several other groups.(6—9)

The first theoretical calculations using either the tight binding approxi-
1) (2)

mation with spin orbit splitting or the envelope function approximation

7



showed that the bandgap Eg of the SL did vary from O to 1.6V demonstrating
that it could possibly used as an infrared material. These first calculations

was small or even

(10)

assumed that the valence band offset A = rBHgTe - r8CdTe
zero in agreement with the phenomenological common anion rule.

Theoretical calculations predict a narrowing of the SL bandgap Eg
compared to the bandgap of the Hgl_xCdee alloy with the same composition.
Also the SL bandgap is predicted to decrease as the thickness of the HgTe
layer (d1) in the superlattice increases. It has also been predicted that
in the far infrared the cutoff wavelength of the SL will be easier to control
than that of the corresponding alloy since d\/d(d;) of the SL should be

less than di/dx of the alloy.(3)

(11-14)

These three predictions have been confirmed

experimentally.
(15)

In the classification proposed for heterointer-
faces, the HgTe-CdTe SL appears to belong to a new class of superlattices
called Type III. This is due to the inverted band structure (Ig and Tg)
in the zero gap semiconductor HgTe as compared to those of CdTe, which is

a normal semiconductor [Fig. 1}. Thus, the Fg light-hole band in CdTe

ro
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Fig. 1. Band structure of bulk HgTe and CdTe. The lh, hh and e indices

refer to light holes, heavy holes and electron respectively.

becomes the conduction band in HgTe. When bulk states made of atomic
orbitals of the same symmetry but with effective masses of opposite signs
are used, the matching up of bulk states belonging to these bands has, as
a consequence, the existence of a quasi-interface state which could contribute
(16)

significantly to optical and transport properties. Indeed, we have

shown that the interface states could be responsible for the high hole

mobilities prviously reported and not yet understood.(17’18)
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Since then, the theory has been refined, the growth is under better
control and more experimental data are available today. Nevertheless,
many questions are still to be answered.

In this paper recent developments concerning the growth and characte-
rization of Hg based II-VI superlattices will be presented with a special
emphasis on the Type III-Type I transition. In order to investigate the
high hole mobility problem Hgl_xCdee—CdTe, Hgl_anxTe-CdTe and Hgl_XZnXTe-
CdTe SLs have been grown and characterized by X-ray diffraction and magneto
transport experiments.

The thermal stability of the HgTe-CdTe interface has been investigated
through temperature-dependent in situ X-ray diffraction measurements and
the results on several samples will be reported.

A comparison between the experimental room temperature bandgap (Eg)
and the theoretical predictions from the envelope function approximation will
be presented. Also a few values of Eg are given at 2K and compared to
theoretical predictions. These data have been used to propose an experi-
mental equation relating room temperature cutoff wavelength (\.) and HgTe
and CdTe layer thicknesses.

The value of the valence band discontinuity A between HgTe and CdTe
is presently disputed both theoretically and experimentally. XPS measurements
carried out on many single heterojunctions grown and characterized in situ

will be presented here.

I1. GROWTH

HgTe-CdTe superlattices were grown for the first time on a CdTe (TII)Te
substrate in a Riber 1000 MBE system. In our laboratory at the University
of Illinois, the growth experiments are currently carried out in a Riber
2300 MBE machine using three different effusion cells containing CdTe for
the growth of CdTe, Te and Hg for the growth of HgTe. We have shown that
on a CdTe substrate, the substrate temperature must be above 180°C in
(5)

order to grow high-quality superlattice crystals. At this temperature,

the condensation coefficient for mercury is close to 10._3(19)

This requires
a high mercury flux during the growth of HgTe. Nevertheless, the background
pressure during the growth is in the high 10_7 torr range.

HgTe-CdTe superlattices have also been grown on Cd

Zn Te(T1T)Te
(20) 0.9670.04

substrates and on GaAs(100) substrates. On GaAs(100), both (100)-

SL//(100)GaAs and (111)SL//(100)GaAs epitaxial relationships have been

obtained. The orientation can be controlled by the preheating temperature

X (21)

as previously reported.
For CdTe(111) grown on GaAs(100) we have recently reported that according

toselective etching, X-ray photoelectronspectroscopyandelectrondiffraction
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investigations, the orientation of the CdTe film is the (TII)Te face.(zz)

We have grown on both CdTe(TIY)//GaAs(100) and CdTe (100//GaAs (100) substrates
and we have seen a difference in the mercury condensation coefficient.

This has already been reported for the growth of Hg CdyTe films on

A3

that growing at 190°C on a (100) orientation requires about 4.4 times more

substrates of different crystallographic orientations. It turns out
mercury than growing on a (TIII)Te orientation at the same temperature.
But in the (100) orientation no microtwinning due to the formation of
antiphase boundaries are observed which makes the growth more easy to
control than in the (TII)B orientation,

In order to obtain high quality superlattices we use typical growth
rates of 3-As_1 for HgTe and lAs—1 for CdTe. This represents the best
compromise between the low growth rate required for high crystal quality,
especially for CdTe which should be grown at a higher temperature than
180°C, and the duration of the growth, which should be as short as possible
in order to save mercury and to limit the interdiffusion process which
cannot be completely neglected between these interfaces (this will be
discussed later).

Compared to the growth of HgTe-CdTe SL that of Hgl_xCdee—CdTe SL
presents an additional difficulty since we have to control the ternary
alloy Hgl_xCdee instead of the binary compound HgTe. Furthermore, since
our goal is the study of the Type 111 - Type I transition, the composition
(x) of the alloy should be very well controlled. In order to have the
necessary flexibility for the composition x, a Cd cell plus a CdTe cell or
two CdTe cells are required. The growth of Hgl_xCdXTe by MBE has already

been discussed in numerous apers(24) and the growth of H Cd,Te/CdTe SLs
p g B1-x"9x

successfully achieved.(ls)

Hgl_anxTe-CdTe SLs have been grown with x ranging from 0.02 to 0.12
on CdTe(TT1)//GaAs(100) substrates using three effusion cells containing Hg,
Mo and Te for the growth of the alloy and a CdTe cell for the growth of
CdTe.(zs)

More recently Hgl_xanTe—CdTe SLs have been grown with x ranging from
0.02 to 0.15 on CdTe(TIT)//GaAs(100) substrates using three effusion cells
containing Hg, Te and ZnTe for the growth of the alloy and a CdTe cell for
the growth of CdTe.

The proof that these novel superlattice systems have successfully
been grown is attested to by X-ray diffraction, as illustrated in Fig. 2.
In addition to the Bragg peak one can see satellite peaks due to the new
periodicity. The periods of the SLs were measured from the position of
the SL satellite peaks as determined by X-ray. The method for determining
the period of a superlattice by X-ray diffraction is commonly used and has

(26)

been explained elsewhere. The values of the HgTe layer thickness (dy)
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Fig. 2c. Room temperature X-ray diffraction profile
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CdTe superlattice with a period of 85 A.
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and the CdTe layer thickness (d;) were then calculated using the Cd and Hg
concentrations measured by energy dispersive X-ray analysis (EDAY). In
order to prevent the Hg reevaporation from HgTe layers the Hg cell is left
open during the growth of CdTe layers. Thus a competition occurs between
Hg and Cd. The incorporation of Hg in the CdTe layer depends critically
upon several parameters such as the substrate temperature, the crystal
orientation and the growth rate. Measurements by secondary ion mass
spectroscopy (SIMS), wavelength dispersive spectroscopy (WDS), Raman
scattering and EDAX showed that for a thick CdTe film grown under the same
condition as we grow our superlattices, there was less than 5% Hg incorporated
into the film. Neglecting this small amount of Hg, the ratio of d; to the
period is just the average Cd composition measured by EDAX. The error in
ignoring the Hg in the CdTe and the error in the EDAX measurement itself
could lead to errors in dy and dg of 7 to 8%. Nevertheless, it has been
shown recently that more mercury has to be incorporated in the CdTe layers
in order to explain the far infrared reflectivity spectra of several super-

lattices.(27)

Thus the question is: does a thick film represent what
fraction of Hg is incorporated in a thin film? Experiments are currently

carried out in order to answer this question.

II1. INTERDIFFUSION

A very important question for the application of this material to opto-
electronic device is the thermal stability of the HgTe-CdTe interface.
Because of the lower temperature used in MBE compared to other epitaxial
techniques such as LPE, OMCVD, or CSVPE, the diffusion processes are more
limited in MBE, but the magnitude of this interdiffusion has not yet been
fully determined.

To investigate the extent of this interdiffusion, we have carried out
temperature-dependent in situ X-ray diffraction measurements on several
HgTe-CdTe samples. The estimated interdiffusion constants D(T) are based
on the analysis of the X-ray of the nth satellite intensities as a function

of time for given temperatures T.

I(t) _ Tn 2 _ : s s s
In I(to)_ 8( L ) D(t-t,) where L = dy +dp is the periodicity
. (28) - : .
of the superlattice. The interdiffusion measurements were carried out
using several different techniques to hold and heat the sample. These

heating methods called respectively radiative or conductive have been
described elsewhere.(zg) From the slopes of the intensity of the first-
order satellite peak versus time we have calculated the interdiffusion
coefficients for five different samples annealed at 185°C which is the

usual growth temperature. The results reported in table I show a large
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variation for the diffusion constant calculated at 185°C. D for SL 13 is
fifty times higher than for SL 54. We think that part of this difference
may be due to the experimental method. Nevertheless a difference of about
an order of magnitude is observed for different superlattices measured by

the same heating technique. The various valuss obtained from different

Table 1. Results of in-situ interdiffusion measurements on HgTe-CdTe

superlattices grown at 185°C in the (TIT)B orientation

Sample # # Periods Period HgTe CdTe Substrate Heating Diffusion
L(A) di(h)  dy(h) method & D(185°C)

: 2 -1

Environment (cm‘s )

fordiffusion

SL13 250 15 97 60 GaAs  radiative 3.0x107 '8
helium

SL49 142 97 35 62 CdZnTe radiative 1.8x107 8
helium

SL52 190 97 36 61 GaAs  radiative 3.0x1071°
helium

SLS4 180 69 4t 25 GaAs  conductive 6.3x10 20
mercury

SL48 170 94 42 52 CdTe conductive 7.0x1072°
helium

HgTe-CdTe superlattices to this date emphasize that some material specifi-
cations should be assessed before attributing too much importance to the
direction of the heat flow through the superlattice. These material
specifications can all contribute in many ways to the magnitude of the
diffusion coefficients. They are (i) the density of the vacancies; (ii)
the content and nature of the impurities; (iii) the density and type of
dislocations; (iv) the roughness of the heterojunctions; (v) the quality
of the superlattice which can be estimated by the number of satellite
peaks observed on each side of the control peak; (vi) the growth rate,
which might be related to vacancies, impurities and dislocations; and
(vii) the nature of the substrate and that of the .uffer layer, as well as
the lattice mismatch between these two components of the superlattice.
Furthermore our results indicate that interdiffusion is concentration
dependent and thus the interpretations of these results will have to be

somewhat modified.
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It is important to point out that a diffusion constant D(185) in the
range of 3 x 10_18 - 3 x 1019cm2s—1 is consistent with extrapolation of
data obtained by a different group working on the interdiffusion in HgTe-
CdTe single junction.(ao)

Despite this dispersion in the results it turns out that the thickness
of the intermixed layer caused by annealing at the growth temperature of
185°C, calculated from the relation 1 = /Dt, cannot be neglected for thick
superlattices required for IR detectors.

Despite these evidences, discussions about interdiffusion during the
growth kept on being heard, whether this phenomenon is present or not. In
order to answer this question we have grown two thick HgTe-CdTe SLs in the
(TTI)B orientation on GaAs(100) at 185°C, Table II shows the growth data
and the period computed from the 1.476A X-ray data. Three different
wavelengths, 0.709A, 1.282A and 1.476A were used to characterize these two

SLs. The absorption of the X-rays is used as a tool to probe various

Table 2. Characteristics of HgTe-CdTe superlattices grown on GaAs(100) in
the (TTIB orientation at 185°C

SL # # of period Period Duration of Thickness
(A growth (um)

SL93 320 198 6h58 6.34

SL95 420 157 8h18 6.60

depths in the SL. Results are similar for both SLs. It is seen (Fig. 3)
that the softest wavelength (1.476A) produces the cleanest and the best
diffraction spectrum, emphasizing that the top of the SL has interfaces

much sharper than those near the interface with the buffer layer.
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Fig. 3a.

78




12

10

tog (counts)

Omega (degrees)

Fig. 3b.
12
10}
s -
E
c
3
ge |
(=
o
‘T
2 -
3.1 3.2 3.3 3.4 3.5 3.6
Omega (degrees)
Fig. 3. Room temperature X-ray diffraction profile
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about the 222 reflection of SL95 X-ray
wavelength: (a) 0.709 A, (b) 1.282 A, (c¢)
1.476 A.

This indeed indicates that significant interdiffusion occurred during
the growth of these superlattices in agreement with in situ measurements
done on similar superlattices.

In-situ interdiffusion measurements on X-alloyed Hgl_xXxTe/CdTe
superlattices (X = Cd and Mn for this study) reveal that superlattices
with x > 0 are more stable than HgTe/CdTe superlattices.(3l) These alloyed
superlattices have, therefore, a better chemical stability, hence longer device
lifetime than the non-alloyed ones, alowing for technological developments
to proceed, It is hypothesized that the differences between Fourier
components of the diffusion coefficients D(T) are due to Cd- and Mn-substi-

tutions which presumably slow down interstitial and vacancy motions.
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IV. SUPERLATTICE BANDGAPS

At low temperature, a precise determination of the SL band gap can be
obtained from far-infrared magneto-absorption experiments.(32’33) When a
strong magnetic field B is applied perpendicular to the SL layers, the
subbands are split into Landau levels. At low temperature (T - 4K), the
infrared transmission signal, recorded at fixed photon energies as a
function of B, presents pronounced minima which correspond to the resonant
interband magneto-optical transitions between the valence and conduction
Landau levels. The Landau level energies and, therefore, the interband
transitions energies, can be calculated in the framework of the envelope

function model.(2’34)

Good agreement between theory and experiment is
obtained for A in the range (0-100 meV), taking into account the uncer-
tainties in the sample characteristics. The SL band gap is obtained by
extrapolating the energies of the observed transition to B = 0. Figure 4
shows the SL band gap deduced from such experiments in four different
samples at 2K. The solid lines in Figure 4 represent the theoretical
dependence Eg(dl) calculated for dy = 20, 30 and 50A using A = 40 meV.(35)

Experiments and theory are in very satisfying agreement, when A is small

and positive.
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Fig. 4. Variation of the band gap of different hgTe-
. CdTe superlattices at 2 K as a function of
the HgTe layer thickness (dj). The experimental

data are given by the solid dots; for each

sample, the first number corresponds to d;

and the second one to d; which is the CdTe

layer thickness. Thesolidlinesare theoretical

fits for three values of dj.
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In order to determine the SL cutoff wavelength, infrared transmission
spectra were measured between 400 and 5000 cm_1 at 300K. The absorption
coefficient (a) was calculated versus wavelength and the cutoff wavelength
was defined to be the wavelength where o is equal to 1000 en . The
absorption coefficient was obtained by taking the negative of the natural
logarithm of the transmission spectrum and then dividing by the thickness
of the SL. Even though the accuracy of this kind of determination is
questionable and the value of 1000 cm_1 for o« is rather arbitrary, we have
found that the values of the cutoff determined in this way are in fairly
good agreement with those determined by photoconductivity threshold.(36)
The bandgap, in eV, is just 1.24 divided by the cutoff wavelength in pm.
We do not mean to imply that this technique gives an absolute measure of
the bandgap. Rather, it gives a consistent, first order value. The
method is quite reproducible (within 5%) and quite simple. It is also quite
useful to determine SL's HgTe layer thickness.

We have previously found that this method is not very accurate for thin
sunerlattices.(11) Nevertheless, these investigations confirm that the
bandgap of the SL is less than that of the equivalent alloy and that it
decreases as the HgTe layer thickness (dy) is increased, as illustrated in
Table 3.

The theoretical value of the SL bandgap is obtained from the SL band
structure at K = 0, calculated using the envelope function approxima-

tion, (2239

The band structures of HgTe and CdTe near the TI' point are
described by the 6 x 6 Kane Hamiltonian taking into account TI'y and I'g band
edges. The interaction with the higher bands is included up to the second
order and is described by the Luttinger parameters Y;, Yo = Y3 = ¥ (spherical
approximation), and K. In this calculation it is assumed that temperature
variation of Yy, ¥ and K between 4 and 300 K arises essentially from the
variation of the interaction gap e, between the I'g and I'g band edges. For
a HgTe-CdTe superlattice, a system of differential equations is established
for the multi-components envelope function. The boundary conditions are
obtained by writing the continuity of the wave function at the interfaces
and by integrating the coupled differential equations across an interface.
Taking into account the superlattice periodicity, the dispersion relation
of the superlattice is obtained. From this, the superlattice bandgap as a
function of the HgTe and CdTe layer thicknesses can be found.(z’az)
Figure 5 presents a comparison of the experimental and theoretical
bandgaps. The solid lines correspond to the calculated dependence Eg(dl)
for dy = 10, 20, 30, 4 and 100 A at 300K. An offset A = 40 mev(>>’

between the HgTe and CdTe valence band edges is used in these calculations.
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Table 3. Characteristics of HgTe-CdTe superlattice grown in the (111)
orientation. The superlattice bandgaps are determined from room

temperature infrared transmission.

SL# HgTe CdTe SL COMPOSITION ALLOY
*) X BANDGAP BANDGAP
(meV) (meV)
1 40 20 155 0.33 335
2 40 60 225 0.60 712
4 74 36 125 0.33 325
5 97 60 100 0.38 401
6 110 48 90 0.30 295
7 86 50 114 0.37 383
8 81 34 113 0.29 281
9 53 34 167 0.39 413
10 47 30 175 0.39 412
11 83 47 117 0.36 374
14 75 31 116 0.29 281
15 58 47 162 0.45 491
16 58 28 135 0.33 325
17 63 37 145 0.37 385
18 36 61 250 0.63 757
19 50 36 180 0.42 452
22 46 48 200 0.51 581
30 107 91 92 0.46 478
31 66 91 144 0.58 684

There is good agreement if one considers the uncertainties in the HgTe and
CdTe parameters used in the theoretical calculation and the uncertainties
in the experimental determination of the layer thickness. For the SLs with
dy between 35 A and 60 A, an interesting trend can be seen. For the

larger values of dj, the experimental E, is larger than the theoretical.

-4
For the smaller values of dj, this is just reversed. This suggests some
sort of systematic discrepancy between the experimental data and the

theoretical predictions. A similar discrepancy was seen for bandgaps

(

determined by infrared photoluminescence. 37) For this reason, we believe
that this discrepancy between theory and experiment is not due to the
experimental technique.

This discrepancy suggests that the experimental data may have a different
functional form than the theoretically predicted one. To examine this
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Fig. 5. Variation of the band gap of different HgTe-CdTe
superlattices at 300 K as a function of the HgTe layer
thickness. The samples characteristics are listed in
Table II and the experimental data correspond to the
solid circles (17 = dgo s 24), crosses (25 ¢ dy £ 60).
The solid lines are theoretical fits for different

values of the CdTe layer thickness (dp).

problem more closely ). has been plotted on Fig. 6 as a function of the
HgTe layer thickness dj, for SLs having a CdTe layer thickness (dj) greater
then 40A, along with the theoretical curve provided by Y. Guldner. Using
the technique described above to determine A,, we have measured a value of
13.6um for \, of HgTe. We believe that this is the limit of the technique.

A least squares fit was performed on the data to determine the equation
of the relationship between A\, and dy. Both linear and quadratic terms in
dq were included in the fit. The coefficient of the quadratic term was
found to be 4 orders of magnitude smaller than the coefficient of the

linear term. The resulting linear relation was:
‘e (um) = 0.1184 dy (A) + 0.78

The solid line in Figure 6 corresponds to this equation. If the line is
extrapolated back to dy = 0, a value of Ao = 0.78um is obtained. The A
of CdTe should be about 0.83um. This is in reasonable agreement with the
value obtained by extrapolation of our equation. This linear relation
between the cutoff wavelength and the HgTe layer thickness is not predicted
by theory as it can be seen in Fig. 6.

Thus we found a difference between theory and experiment in the functional

form for the relationship between )\, and dy. This is true in spite of the
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Fig. 6. Cut-off wavelength of HgTe-CdTe superlattices
at room temperature as a function of the
HgTe layer thickness (dyp > 40 A). The
experimental data are given by the circles
and the solid line is the linear fit. The
dotted line is the theoretical curve calculated

by Y. Guldner.

fact that theoretical predictions and experimental measurements give about
the same value for the superlattice bandgap. The cause for the discrepancy
is not clear at this time.

Infrared photoluminescence of several HgTe-CdTe SLs have been measured
as a function of temperature from liquid helium to 3OOK.(37) The SLs were

grown on both GaAs and Cd Zn,Te substrates with HgTe layer thicknesses

ranging from 22A to 85A 1a:d CdTe layer thicknesses from 18A to 62A.
Photoluminescence peak positions were observed over the range from 3pum to
17um (E - 0.4 to 0.07eV). For SLs with HgTe layers 60A to 85A thick it is
found that the photoluminescence4 peak positions as a function of temperature
agree fairly well with the predicted bandgap using a small value (0.04eV)
for A.

For superlattices with thinner HgTe layers (22A to 45A) the predicted

bandgaps were at higher energy than the photoluminescence peak positions.

It is possible to use the cutoff wavelengths determined by IR transmi-
ssion to go one step further in finding how ). depends upon the laver

(38) This data can be used to determine an empirical formula

thicknesses.
for A\, as a function of both dy and djy. A least squares linear fit has
been performed on each of the sets of points with a similar value for dj.
The lines are shown in the Fig. 7. From these fits it is clear that the
intercept is approximately constant and is therefore independent of the

CdTe layer thickness. But the slope of the lines does depend upon dj.
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The slopes can then be fit to some functional form. The resulting function

of dy and dj is
Ao (um) = [0.3666 exp(—0.0034d%) + 0.118] dq + 0.78

V. VALENCE-BAND DISCONTINUITY

The band structure of HgTe-CdTe superlattices have been calculated by
using the LCAO or the envelope function models which give very similar
results. An important parameter, which determines most of the HgTe-CdTe
SL's properties, is the valence band discontinuity A between HgTe and
CdTe. The value of A is presently disputed.

Many models have been recently developed to calculat. the band discon-
tinuities. For heterojunctions between compounds having the same anion
such as tellurium it has been postulated from the phenomenological "common

«(10) that the valence band discontinuity A is small i.e.<0.leV.

(39)

anion rule
This prediction is supported by tight binding calculations. But
recent theoretical results, “ased on the role of interface dipoles do not
support the common anion rule and predict a much larger value A = O.SeV.(&O)
Such a large value has also been calculated recently with a natural lining-

up without any dipole contribution: 0.26eV(A1) and O.36eV(A2).
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The first experimental determination of A was obtained from far-infrared
magneto-optical experiments at T = 1.6K on a superlattice consisting of
100 periods of HgTe (180A) - CdTe (44A). The best agreement between
experiment and theory (done in the envelope function approximation) was
obtained for A = 40 meV.(3S)

Since then, additional magneto-absorption experiments have been performed
on several other SLs and it has been constantly found that a small positive
offset A within the limits (0-100meV) provides the best fit.(33)

Resonant Raman Scattering was applied recently to investigate electronic
properties of HgTe - CdTe SLs. From these experiments, it has been shown
that the I'; holes are confined in the CdTe layers which implies an upper
limit of 120 meV for A.(43)

As we discussed before, IR photoluminescence measurements agree fairly
well with predicted bandgaps using a small value for A.

On the other hand, photoemission has been demonstrated to be most valuable
for providing direct and microscopic understanding of heterojunction band
discontinuities.(ha)

Figure 8a illustrates schematically the principle for measuring A = AE
at the interface between two semiconductors A and B with XPS. If AE, is
small (s 0.5 eV), as for the Te-based heterojunctions, a direct investigation
of the valence-band edges, Ee and E%, is unrealistic. Indirect measurement

involving core levels have to be used. By selecting two core levels, E.

and EB well resolved in energy and by measuring their energy difference

cl’
AEC1 across the interface, AE, can be directly deduced according to the
following relation [see Fig. 8b].(45’46)
_ A A B B
AE,(A-B) = AECl(A—B) + (Ec1 - Ey) - (EC1 - Ey) (1)

Ecl - Ey,

the top of the valence band for each semiconductor, are determined indepen-

the binding-energy (BE) differences between the core level and

dently on the bulk semiconductors. All information pertinent to the
interface in relation (1) are clearly contained in AECl(A—B).

A was measured recently by XPS and a large value A = 0.35 eV was ob-
tained.(as) This value was determined from a unique sample, grown in one

chamber and analyzed in another chamber after exposure to air.
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Commutativity holds if AE,(A/B) = AE_(B/A).

Semiconductor A: =] Semiconductor B:
Substrate = Overlayer
M) X -RAYS
% :\ .
8
\\ (A)
I -
5)’\/\/ e
=
dx=5 - 40 A
el -
\
J AE,, (B//A) .
A A \Y%
E‘CI - EV [
B B
gA E.,-E, (B)
cl
8
AE_iB//A) 3 , B,

Fig. 8. Principle of determining AE, = A with XPS.
(a) By irradiating with X-rays semiconductor
A covered by overlayer of semiconductor B,
XPS spectra of both semiconductors are
recorded if overlayer thickness is smaller
than electron escape depth. (b) Schematic
flat-band energy diagram illustrating relation

1).

In order to clarify whether there is a discrepancy between optical and
XPS data and also in order to verifiy the commutativity rule not obtained
for the GaAs/AlAs system we have performed very careful XPS measurements
under well controlled conditions,

The investigated interfaces have been grown in situ by molecular-beam
epitaxy with a RIBER 2300 system. Epitaxy came out in the (111) orientation
with Te-rich face as controlled by reflectionhigh-energy electrondiffraction.
Linearity test as well as meaningful comparison with theory requires
interfaces to be abrupt at the atomic scale. Thus the growth temperature

was maintained at 190°C, a temperature known to give no interdiffusion
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across the interface when growth time is short. Moreover, the interface

abruptness is inferred from the exponential attenuation with overlayer

thickness of the substrate XPS peak.

The samples were directly transferred to the attached spectrometer,

10

at a pressure of 10~ Torr, without transiting through the air. No conta-

mination occurs, avoiding any cleaning procedure. The XPS spectrometer is

a SSX-100 model from Surface Science Laboratories using a monochromatized

and focussed Al, Ko excitation line. The overall energy resolution measured

The core

on Au line at a binding energy of 83.93 eV is 0.7 eV.

4f
levels sef%cted in this work are the resolved spin-orbit components th

H

ds/2

Bsa. .,
Séﬁe nearly lattice-matched HgTe-CdTe(TII)B heterojunctions have been

investigated here in great detail. Figure 9 shows the results for AE

cl’

cdud and EHng , at different

overlayer thicknesses for the two reverse-gé%G%h orders. sé%cl is found to

the binding-energy difference between E

Meanwhile the Fermi-level

This lack

be independent of the overlayer coverage.
position at the interface is varying by 0.2 eV with coverage.

of sensitivity of AE, toward interface Fermi-level position, as previously

(47)

reported for GaAs-Ge, provides the first hint of linearity, in suggesting

a AE, "pinning" by the alignment of some reference levels across the

heterojunction. Second, AEcl is identical for the two growth orders and
equal to 2.696 t 0.030 eV. The experimental uncertaintly is given by the

standard deviation, §, for the measurements.
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THICKNESS OF HgTe (o) or CdTe (o) (A}
Fig. 9. AEcl accross HgTe~-CdTe interface as a function

of growth order and coverage (open oval,

CdTe over HgTe; filled oval HgTe over CdTe).

To obtain (ECl - Ey) used in relation(l), Ey is simply located by linear
extrapolation of the valence-band leading edge. This procedure is well
justified by the close similarity of the band structure of the tellurides

near E, [see Fig. 10]. It is quite accurate as shown by the 6 over numerous
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Fig. 10. Linear extrapolation of valence-band leading
edge locates the same characteristic feature
of the bands taken as E,,. The spectra are

shifted to align E,.

Then AE,, = A derived for HgTe-CdTe is: 0.36 + 0.05 eV.(AB) This value
compares very closely with ref. 45. Hence the discrepancy of XPS with
magneto optical data is confirmed but not understood at the present time.
Magneto-optical data at 2K as well as the infrared transmission measurements
that we have performed at 300K cannot be interpreted by using such a large
valence band offset either in the envelope function model or in the LCAO
approach. In fact, most of the investigated SLs are calculated to be
semimetallic at 4K for A = 0.35eV which is not compatible with the magneto-
optical data. It should be pointed out that XPS measurements were carried
out at 300K on single and perfectly abrupt heterojunctions whereas magneto-
optical, RRS and IR photoluminescence are performed at low temperature on
multijunction structures where some interdiffusion cannot be completely
ruled out.

In addition, if an appreciable amount of mercury is incorporated during
the growth in the CdTe layers that could change the theoretical calculation
for Eg and hence the fitting parameter which is precisely the valence band
offset.

XPS measurements are currently undertaken in the laboratory on multi-
layered structures grown under the same conditions than superlattices in
order to shed some light on this discrepancy.

The present center of the theoretical debate on the understanding of
A is the role played by dipoles at the interface. The core level to valence

band maximum binding energy shifts have been measured by XPS for Hgl_
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xCdee alloys.(ag) Due to small charge transfer and core level shifts,
these shifts are mainly due to valence band maximum shifts. We found that
the sum of the valence band shift for HgTe and CdTe in Hgl_xCdee is
constant for the entire range of the alloy composition x and equal to 0.35
eV, This value coincides exactly with the valence band discontinuity
measured for HgTe-CdTe heterojunction. Therefore we conclude that there
is no need for interface dipole to explain the large valence band offset

in agreement with another investigation performed on the alloy Hgo 7Cd0 3_
(50) . .
Te.

VI. TRANSPORT PROPERTIES - TYPE III-TYPE I TRANSITION
One of the most interesting unanswered questions of HgTe-CdTe super-
lattices is the mobility enhancement in the p-type structures. Hole mobilities
have been reported as high as 30,000 cm2/V.sec, but all are above 1,000
cm?/V.sec. Mixing of 1light and ﬁaégy holes has been suggested for the
7

enhancement of the hole mobilities. Several theoretical investigations

have been carried out to study this problem. The band structure calculation

)

has been refined using a multi-band tight binding model(51 and the effect
ofthelatticemismatchbetweentheHgTeandCdTehasbeeninvestigated.(51’52)
These studies conclude that the light holes should not contribute to the
in-plane transport properties.

In order to investigate this interesting problem we have grown related
superlattice systems i.e., Hgl’xCdee-CdTe, Hgl_anxTe—CdTe and Hgl_xanTe—
CdTe. HgTe-CdTe is called a Type III superlattice because of the inverted
band structure of HgTe. In Hgl_xCdee*CdTe SL system at T = 77K when x is
smaller than 0.14 it is a type III SL. Whereas, when x is larger than
0.14 it is a Type I SL, similar to GaAs-AlGaAs SL, since HgCdTe is now a
semiconductor with both electrons and holes confined in the smaller bandgap
material [see Fig. 11].

This Type III - Type I transition is also expected to occur in Hgl_anxTe-
CdTe SLs for x - 0.07-0.08 and in Hgl_xanTe - CdTe SLs for x -~ 0.10-0.12
(the effect of the strain has not been taken into account).

Near the transition, strain, valence band offset, alloy disorder, native
defects, compensation are the same in Type III and Type ! superlattices.

The only difference is the existence of interface states in type III
SL but not in Type I SL.

In table 4 the Hall characterization of several SL samples is reported.
It is interesting to note that if for Hg1~xCdee/CdTe and Hgl_xanTe/CdTe
SL systems p type superlattices have been grown none of the Hgl‘anxTe—
CdTe SLs are p-type. This difference along with the continuous drop of
the electron mobility is not currently understood since n and p type Hgg_

)

(5

anxTe layers have been grown by MBE with high electron hole mobilities.
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Fig. 12. Hall mobility for holes in Hgl_xCdee—CdTe
and Hgl_xanTe-CdTe Type III and Type I SLs.

Table 4 and Fig. 12 show that the hole mobility drops drastically between
Type III and Type I. (More Hgl_xanTe—CdTe SLs should be investigated in
the Type I region since only one is reported). All these superlattices
have been grown in the (111)B orientation on GaAs(100) substrate. It has

been previously reported(13) that HgTe-CdTe SLs grown on GaAs exhibit lower
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p-type mobilities (uy - 103—10[*cm2\1_1s_1 range) than those grown on CdTe

or CdZnTe (ug: 104-105cm2v“1s“1 range). If the same tendency is observed
for Hgl_xCdee-CdTe SLs it is not the case for Hgl_xanTe-CdTe SLs since a
hole mobility as high as 2 x 101‘cm2V_1s_1 is observed for sample #48688.
In this system a uniaxial compressional strain which exists in Hgl_xanTe
layers could play a role in the hole mobility by pushing up the light hole
band.

In comparison hole mobilities in Type I are in the 102—1()3’crr12V_]'s—1
range, or even lower, which is the usual range for p type Hgl_xNxTe alloys.
Thus we are dealing with a hole mobility enhancement in Type III SLs and
not a hole mobility decrease in Type I SLs. This strongly suggests that
the mobility enhancement is related to the presence of the interface
states since it is the only change occuring during the transition. It is
not surprising that no sudden change in the electron mobility is observed
in n-type Hgl_anxTe-CdTe SLs since the interface states involved in the
transition have a light hole character and are not supposed to affect the

mobility of electrons.

Table 4. Characteristics of Hgl_xNxTe—CdTe (N = Cd, Mn or Zn) superlattices
grown at 190°C on CdTe(111)/GaAs(100) substrates. The Hall
mobilities were measured at 30K except for sample No. 18124 which
was measured at 10K. Dj = Hgl_xNxTe layer thickness; Dy = CdTe
layer thickness; n = numbers of periods; x = Cd, Mn or Zn composition

in Hgl_xNxTe layers.

D Do n Wy
SL System Type Sample x A KL (cmZV_ls-l)
111 18124 0 70 45 70 p-2.5x103
111 20539 0.01 82 34 120 p-1.8x103
Hg,  CdyTe/ IV 20842 0.08 70 32 100 p-2.5x103
CdTe I 20943 0.16 70 40 100 p-3.5x102
I 18929 0.23 48 22 90 p-1.3x102
1 18728 0.27 69 22 100 p-5 x 10
IIT 41880 0.04 168 22 100 n-2.7%10"
IIT 42281 0.05 69 26 105 n-1.5x10%
Hg, _ MnyTe/ II1 4169 0.07 86 14 100 n-5.6x103
CdTe 1 32064 0.09 76 40 150 n < 102
1 32266 0.13 66 46 150 n < 102
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111 47685 0.011 56 29 150 p-4.7x103
III 49092 0.038 109 37 150 p-3.6x%103
111 48187 0.064 170 p-5.4x103
II11 48789 0.077 150 p-6.0x103
Hg,_ ZngTe/  I1II 48991 0.082 150 p-7.6x103
CcdTe 111 47886 0.086 150 p-1.2x10%
III 48688 0.103 85 30 150 p-2.0x10%
I 46982 0.120 150 p-6 x 10

Hole mobility enhancement has also been observed recently in p-type HgTe-

(54)

Hgl_xCdee single heterojunctions where Hgl_xCdee is a p-type semicon-
ductor. This enhancement was expected since such heterojunction has a
Type III interface. The Hall mobility at about 30K of some p-type HgTe-
Hgl_xCdee heterojunctions and Hgl_xCdee alloys are shown in Table 5. The
heterojunctions which contain a thin layer of HgTe between the alloy and
the CdTe buffer layer exhibit higher mobilities than the epitaxial layers

grown without any HgTe layers.

Table 5. Mobilities of some HgTe—Hgl_xCdee heterojunctions and Hgl_xCdee
alloys at about 30 K.

Sample x ngTe ) pH(cmZ/V sec)
1 0.20 80 1000
2 0.21 60 1000
3 0.20 70 1200
4 0.28 75 1300
5 0.30 85 1100
6 0.33 70 1200
7 0.20 0 560
8 0.25 0 400
9 0.30 0 400

We have made magneto-transport measurements on both Type III SLs and

heterojunctions in magnetic fields up to 22 tesla and temperatures as low

(55)

as 0.5K. Details have been published elsewhere. The observation of
the Shubnikov-de Hass oscillatiuns in HgTe-CdTe SL (sample #SLI) and
Hgo 92Cd0 08Te—CdTe (sample #20842) implies that the hole mobilities are

high. We have shown that carriers are in the HgTe or Hgl_xCdee layers of
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the superlattices. Our results determined under identical conditions at 5
tesla are m* = 0.30 and 0.36, respectively, for the two superlattices
which are consistent with heavy-hole effective masses in this ternary
alloy. Nevertheless, it should be pointed out that the effective mass of
holes might be lighter at lower magnetic field where Hall measurements are
performed. Indeed, a strong magnetic field dependence has been observed
on high hole mobility and from the SL band diagram(33) it can be seen that
the curvature of both the heavy hole and interface state bands change much
in K space.

The Quantized Hall Effect (QHE) has been observed in both Type III p-
type superlattices and heterojunctions, confirming the existence of 2D
hole gas at the interface.(56) Fig. 13 shows P ext and Py for a HgTe-Hg0.72_
Cdo'ste heterojunction at 0.5K. The first quantum oscillation for Px is
observed at 0.7 tesla. Using the condition ugB = 104 required for observing
quantum oscillation one can deduce that pg - 1.4 x 10[‘cm2V_ls-1 i.e., one
order of magnitude larger than what we are measuring by conventional Hall.
This is giving credit to the existence of multi carriers in these structures.
The same phenomenon has been observed in Hg0.92Cd0.08Te ~ CdTe SL. Hall
measurement indicates a hole mobility of less than 2 x 103<:m2V_1s-1 at 0.5
tesla where the first quantum oscillation is observed indicating that py
should be equal to 2 x lol‘cmzv_ls-1 This mixed conduction could explain
the apparent difference in hole mobilities between SLs grown directly on CdTe

or CdZnTe substrates and those grown on GaAs.
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400 } 48000
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[ 300 36000 o
o [~
x 3
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bod
xx
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N —_— 0
4 8 12 16 20 24

TESLA
Fig. 13. The p . and p  of a HgTe-Hg, ;)Cd; ,Te

heterojunction at 0.5 K.

The CdTe buffer layer grown on GaAs could be responsible for this
difference. Charge transfer at the CdTe-HgCdTe interface involving deep
traps in the CdTe buffer layer has been observed recently.(57)

Concerning the QHE reported in Fig. 13 if the Hall resistance at 2.1
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tesla corresponds to i = 2 then i = 1 should be at 4.2 tesla and i = 1/3
should be at 12.6 tesla. We observe the i = 1 Quantized Hall Plateau of
about 25.820 ohms between 4 tesla and 13 tesla. Our analysis concluded
that these features cannot be explained by sample inhomogeneity but could

be explained by a magnetic field dependence of the carrier concentration.(se)

VII. CONCLUSION

In this paper we have reported on very recent developments concerning
the growth and the characterization of Hgl_xCdee-CdTe SLs and related Hg
based superlattice systems.

These SLs are now currently grown on CdTe, CdZnTe or GaAs substrates.
The success of the epitaxial growth on the later substrate represents an
important opening due to the high crystal quality of GaAs, its availability
in large area and its interest for electronic devices. The only concern
with GaAs is its large mismatch with HgTe and CdTe which could generate,
even after growth of a buffer layer, some residual strain in the superla-
ttices.

The thermal stability of the HgTe-CdTe interface has been investigated
through temperature-dependent in situ X-ray diffraction measurements and,
despite the dispersion in the results, it turns out that the interdiffusion
cannot be neglected for thick superlattices grown at 185°C. This has been
confirmed by probing two thick superlattices grown on GaAs using three
different X-ray wavelengths. The softest wavelength produces the cleanest
and the best diffraction spectfum emphasizing that the top of the SL has
the sharpest interfaces.

A comparison between the experimental room temperature bandgaps and the
theoretical predictions from the envelope function approximation has been
presented. There is a good agreement when the valence band offset A is
taken equal to 40 meV. Nevertheless, a systematic discrepancy between the
experimental data and the theoretical predictions is observed suggesting
that the experimental data may have a different functional form than the
theoretically predicted one. We have presented an equation relating ),
and d) for HgTe-CdTe SLs when dy 2 35A. Because the method of determining
Ao is rather simple, this equation makes it possible to determine d;
quickly and easily as long as dy is greater than 354. This is very useful
to anyone growing HgTe-CdTe superlattices, since in the absence of RHEED
oscillations it is difficult to know the layer thicknesses. This linear
relation was not predicted by theory. We have proposed an empirical

formula for ), as a function of both d; and dj

Ae(um) = [0.366 exp (-0.0034 d3) + 0.118]d; + 0.78
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The value of the valence band discontinuity A is presently disputed both
theoretically and experimentally. The phenomenological 'common anion
rule” postulates that A is small, i.e. < 0.1 eV and this value is supported
by magnetooptics, Resonant Raman Scattering, IR photoluminescence and IR
transmission experiments. On the other hand, a much larger value of 0.5
eV has been calculated based on the role of interface dipoles. XPS experiments
carried out on single heterostructures HgTe/CdTe and CdTe/HgTe agree with
a large value of 0.36 eV for A.

But XPS carried out on Hgl_xCdee alloys have shown that there is no
need for interface dipole to explain the large valence band offset. The reason
of such a discrepancy in the value of A is still not clear eventhough
several hypothesis are currently under investigation.

The Type III - Type I transition has been investigated in p-type Hgl_
xCdee«CdTe and Hgl_xanTe—CdTe SLs. It is reported that the hole mobility
is drastically enhanced in Type III superlattices but also in Type III
heterojunctions. Such mobility enhancement which is not due to modulation
doping as in the GaAs-Gal_xAles system is attributed to the presence of
interface states in Type III structures. A comparison between Hall data
and magneto transport measurement concerning the value of the hole mobility
indicates that multi carriers could participate to the transport properties
in these structures.

* The Quantized Hall Effect has been observed in these Type III hetero-
structures. The large Hall plateau seen between 4 tesla and 13 tesla in a
HgTe—Hg0.72Cdo.28Te heterojunction could be explained by a magnetic field
dependence of the carrier concentration.

All these recent investigations confirm once again the specific and

fascinating character of these novel microstructures.
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Erich Kasper
AEG Research Center, Ulm

Sedanstr. 10, 7900 Ulm, F.R.G.

INTRODUCTION

An increasingly important flexibility in the design and fabrica-
tion of many types of high performance electronic devices is obtained
by heterostructure or superlattice materials. Properties that cannot
be achieved in bulk materials are provided by quantum size effects or
by the artificial modulation of superlattice structures. Much of the
work on such structures was performed with lattice matched materials
(GaAs/GaAlAs and InP/InGaAsP). Both, scientific and industrial interest
is responsible for the extension of work to lattice mismatched materi-
als.

Scientific Motivation

A much wider range of alloys is allowed by preparation of mis-
matched material couples with electronic and optical properties not
available in unstrained structures. In crystals with the diamond, zinc-
blende, and wurtzite structures where each atom is surrounded tetrahed-
rally by four other atoms, characteristic radii /1/ can be assigned to
each atom such that the interatomic distance is the sum of the two
radii.

The covalent radii of the low atomic number elements B, C, N are
well below the radii of the other group III, IV, V elements. But the
interatomic distances of the group IV elements and I1I/V-compounds from
Z=131t02Z =51 are all within ¢ 10 %.
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Lets consider a thin film B with lattice constant ag on top of an
infinitely thicksubstrate A with lattice constant a- The lattice mis-
matchﬂlo between film and substrate is given byilo = (aB - aA)/aA.

The considerable strain can be used to modify material properties.
The band gap and the band offsets are influenced by stress. The stress 6
within a thin layer with biaxial strain &€ is given by

= Sy (M

Table 1. Tetrahedral covalent radii (THR} for some group
III, IV, V elements /1, 2/ (atomic number Z)

Element B C N Al Si P

z 5 6 7 13 14 15
THR (A) 0.88 0.77 0.70 1.6 1.17  1.10
Element Ga Ge As In Sn Sb

z 31 32 33 49 50 51
THR (R) 1.26  1.22 1.19 1.4  1.40 1.38

The following table 2 gives numerical values for @ assuming a
strain of €= 0.01 (1 %)

Table 2: Stress @ for 1 % strain for some semiconductor
materials. The numerical values vary with
surface orientation because of anisotropy of
the material properties. Values are given for
{111) and (100) surfaces using elasticity
data given by /3/.

(111) surface (100) surface
GaAs 17.4 kbar 12.4 kbar
GaP 20.5 * 14,9 "
Si 22.9 " 1.0 "
Ge 18.4 " 14.2 "
1Pa=1Nm2 =10 dyn/em® = 10”> bar
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As shown by table 2 stress values up to more than 100 kbar can be
applied with lattice mismatch caused strains of up to 10 %. Strain
splitting of degenerate bands can be observed. The latter effect has
been realized in removing the valence band degeneracy in p-type InGaAs
and observation of carrier transport in the light hole band /4/. The
removement of conduction band degeneracy of indirect band gap semi-
conductors will be treated in more detail lateron.

conventionat heterostructure
IC super lattice

A\ _/

r—-————-——-——

size

perfection
Silicon price
substrate resources

environment

Fig. 1. Material concept foir silicon based superlattice integrated
circuit (IC)

Industrial Motivation

The manufacturing of todays integrated circuits is dominated by
using silicon as a semiconductor material. One can speculate which ma-
terial system may compete with silicon on a broad manufacturing scale
when the progress of silicon technology saturates. In the following
sections arguments are given for such a future competing material sys-
tem consisting_of a heierostructure superlattice monolithically inte-
grated with a conventional integrated circuit on top of a silicon sub-
strate (Fig. 1). The superlattice regions form the high performance
core and high speed links between conventional parts of the IC.
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Choice of substrate material. Already in existing integrated circuits
the device function is confined to a thin surface layer. For bipolar
circuits and with increasing tendency also for CMOS-circuits this sur-
face layer is created by epitaxial techniques. The function of the sub-
strate itself is confined to give

- mechanical stability

growth ordering information for the epitaxial layer
electrical insulation

thermal conductance for effective heat removal.

Silicon substrates offer properties superior to other semiconduc-
tor materials with regard to wafer size, crystal perfection, thermal
conductivity (table 3), handling, and price. The large ressources (sil-
icon is the 2nd most frequent element of earth's crust) and the envi-
ronmental harmlessness are additional factors favouring a broad usage.
But the realization of the structure given in Fig. 1 requires to over-
come general problems associated with mismatched heteroepitaxy.

Table 3: Thermal conductivity ¥ at 300 K /5/. Compared
are the semiconductors Si and GaAs with diamond
(best heat conductor) and the metal Cu

Material Si GaAs diamond Cu
{(W/mK) 145 46 2000 384

Combination of Conventional IC with Superlattice/Heterostructure Devices

Conventional integrated circuits (IC) have obtained an extremely
high complexity based on very low defect densities. On the other hand
man made semiconductors based on heterostructures/superlattices offer
improvement of the device performance itself. With the monolithic inte-
gration concept following fig. 1 peripheral and high complexity func-
tions are realized by conventional IC technique whereas high perform-
ance cores and interlinks are made with lattice mismatched heterostruc-
ture/superlattice devices. A possible fabrication process would start
with the conventional IC (except metallization) defined ontop of the
silicon substrate at areas given by the chip architecture, then proceed
with the deposition (low temperature process) of the superlattice mate-
rial at the selected areas, and end with the common metallization pat-
tern for conventual IC part and superlattice part of the chip.

The challenge lies in the preparation of materials and in avoiding
unacceptable high densities of harmful defects.
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MISMATCH ACCOMODATION BY STRAIN OR MISFIT DISLOCATIONS

Nature knows two answers to accomodate lattice mismatched films
Fig. 2), namely elastic accomodation by strain and plastic accomodation
by misfit dislocations lying in the interface. Nature prefers elastic
accomodation for thin films uptoo critical thickness tc, whereas above
the critical thickness misfit dislocations are generated relaxing the
built in strain.

strain —= —-— film misfit

/ \ dislocation

substrate 7
Fig. 2. Mismatch accomodation by strain (left) or misfit disiocations
(right)

As a guideline for understanding nature's preference for strained
layer epitaxy for a thickness below the critical thickness one can con-
sider thermodynamic equilibrium as was done by v.d. Merwe /6/.

Indeed, his theory predicts qualitatively correct the observed behaviour
by minimizing the total energy of the system.

However, the quantitative results of the equilibrium theory differ con-
siderably from the results obtained by molecular beam epitaxy (MBE).
This can most clearly be seen by a plot of the critical thickness tc
versus lattice mismatch az, (Fig. 3). Unfortunately the reader of recent
literature may be confused by theory (v.d. Merwe)-curves covering a ra-
ther broad range /7, 8/. This is caused by various approximations given
by v.d. Merwe and also simply by misprinting. We strongly recommend the
use of one data set /9/ which is based on a careful analysis of the ap-
proximations valid for SiGe /8/. Most probably kinetic limitations (nu-
cleation and glide)} cause the deviations of experiments from theory.
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Tetragonal Distortion

Consider a cubic lattice cell which is in plane strained (x, y) by
the elastic film stress®. The in plane strain &€

& -§, -€, (2)
causes a perpendicular strain 82 which is given by
g,/€ = -2v/(1-v) (3)

(9 Poisson’s number, HE modulus of elasticity)

5000 N
EXPERIMENT
1000 N MBE-750°C MBE -550°C
/
N /
~
100+ N
E / \\
5_0 THEORY ~ }
<~ ol ~ X=025
Y
Si,_x Gey /Si \\
~N
1 i i Y
0001 00!

— e
Fig. 3. Critical thickness tc versus lattice mismatchflo. Comparison of
equilibrium theory with MBE-experiments /11/

The strains distort the cubic lattice cell to a tetragonal cell as
can be measured e.g. by X-ray diffractometry (Fig. 4). Both the lattice
spacing d as well as the inclination i of lattice planes are changed by
the tetragonal distortion. Fig. 4 give examples of the changes in lat-
tice spacing and inclination; Ad and Ai, respectively. The following
table gives numerical values for the modulus of elasticity and for
Poisson's number derived from anisotropic elasticity theory /3/.
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Table 4: Elasticity properties for {001& surfaces of
semiconductor materials /3/.

M. /(1-) k4
GaAs 1.239 0.312
GaP 1.488 0.305 ME in units of
Si 1.805 0.279  10'' ra
Ge 1.420 0.270 (2 10'2 dyn/cm?)
0.00075
v=03 50
=10-3 - 1 0.000
waf 47
- 40.00025
-o.oz- 1o .
: 3
= 000025 o
001} 3 N '
- \ | |-000050
207
/ /"/ // 6
X e X 000075
0 30 60 90

—il)
Fig. 4. Tetragonal distortion of the cubic lattice cell by a stress
e - 10'3bk (Mg modulus of elasticity). Relative change of inter-
planar spacingdd/d and change Ai of inclination versus inclina-
tion i of lattice planes. Inset: Scheme of X-ray diffractomet-
ric measurement of lattice planes.

The strained crystal stores elastic energy the density E of which
is given for an isotropic crystal by

1+ ¥ 2

E = 2u -T:—v-e (4)
with shear modulus u
M
_ £
ol (e5 )
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The areal energy Eh of an homogeneously strained film of thickness
t is then given by

E, = Ext (6)

Note that a uniform, thin film on a thick substrate is always
nearly homogeneously strained in z-axis. Small deviations from homoge-
neous strain are caused by the strain induced curvature k of the film/
substrate couple. The curvature k(?eciprocal of curvature radius R} is
given by

k-6 (7)

S

if t & ts and equal elastic constants of film and substrate (ts thick-
ness of substrate) are assumed. By the curvature the substrate is also
stressed leading to a neutral plane at a distance ts/3 from the back-
side of the substrate, a stress of the same sign as the film stress at
the backside and areversely signed stress g (o) at the substrate sur-

face

t
o, (0) - -dei (8)

s

The fiim stress is lowered by the amount ofd's at the interface,
but increases very slightly with distance z from the interface. The
variation of strain along the z-axis of a uniform film of 1 pm thick-
ness on top of a 250 um thick substrate is about 10'4 and can there-
fore He neglected for all practical purposes.

Dislocations

Before treating misfit dislocations itself let's summarize some
general properties of dislocations. This chapter can be omitted by
readers familiar with dislocation properties. For more details the
reader is referred to monographs /10/ about this topic.

Dislocations are line defects the displacement field of which is
defined by their Burgers vector b (Fig. 5). The displacement disconti-
nuity, which the Burgers vector measures, remains constant along a
given dislocation line. The principle of conservation of the Burgers
vector is a general one, and from it follows that a dislocation
cannot end inside a crystal. It must end at a surface, form a closed
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loop or meet other dislocations. A point at which dislocation lines
meet is called a node. The conservation of the Burgers vector in this
case can be stated in the following way. If the directions of all the
dislocation lines are taken to run out from the node, then the sum of
the Burgers vectors of all the dislocations is zero. This is the dis-
location analogue of Kirchhoff's law of the conservation of electric
current in a network of conductors.

1 2 1 2
O+=0=0-=0=0 ?-an~o~?
A o O O C') O O O O O
| t ) '
O 0 0 0 O O O 0 0 O
\ ' | {
I e @ ® o o o0 o
} f } f
e o o o o e ¢ o o
) f | {
SO@O=0=0-=0 ® 0009
F 3 S F 3

Fig. 5. Burgers circuits in a real crystal (left) and a perfect refer-
ence crystal (right). The Burgers vector b defines the dis-
placement field of a dislocation.

In general, a dislocation may lie at any angle to its Burgers
vector or may be curved. A length of dislocation which lies normal to
its Burgers vector is called edge dislocation, one which lies parallel
to its Burgers vector is called a screw dislocation. A dislocation is
referred as mixed if it has both edge and screw components.

Dislocation line element and Burgers vector define a slip plane.
Dislocation motion in this slip plane is called glide. Dislocation mo-
tion outside the slip plane is called climb. When a dislocation glides,
there is no problem of acquiring or disposing of extra atoms. Climb can
be accomplished by adding or removing atoms. Therefore a dislocation
will be able to glide much more quickly than it can climb. So a dislo-
cation loop lying in its own glide plane can expand easily under the
action of forces. Loops with Burgers vectors outside the loop plane are
called prismatic loops because they could be produced by prismatic
punching, in which case its structure corresponds to apenny-shaped disc
of extra atoms in the plane of the loop.
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Gliding is much the easiest for one type of crystallographic plane
sothat slip is effectively confined to this plane. For diamond type lat-
tices the slip plane is of the {111} type, which contains 4 individual
planes. The Burgers vector is of the 1/2<€110> type, which contains 12
individual directions. Frequently the line direction of undisturbed
dislocations 1is also of the € 110% type creating “"60°-dislocations"
with a 60 ° angle between line direction and Burgers vector, e.g. for
the (111) slip plane [1707and 1/2 [017) as line direction and Bur-
gers vector, respectively.

A free dislocation will move under the action of an applied stress
field. Dislocations with opposite Burgers vector move in opposite di-
rections. The dislocation will bend if it is pinned at a point, e.g. by
a node or by an obstacle like an inclusion or by a line segment which
is cross slipped. Cross slip means that a screw segment is glided off
its original slip plane. Such pinning points are necessary for the op-
eration of multiplication sources. A simple mechanism by which dislo-
cations can multiply was suggested by Frank and Read. Its operation re-
quires only that a dislocation in a slip plane be pinned at two points
/10/. The Frank-Read sources and similar source types can generate any
number of expanding loops under the action of sufficiently high stress
fields.

The crystal lattice is distorted around a dislocation. The rather
far reaching strain field is proportional to the length of the Burgers
vector b. It fades away with the reciprocal distance r from the dislo-
cation. A considerable amount of strain energy is stored in the elas-
tically distorted region around a dislocation line. The strain energy
EdS of a single dislocation is given for an isotropic medium by

2
__kb R
Egs = TR n /) (9)
for a screw dislocation, and by
2
__ub R
Egs = ~IgrTsyy I (/ri) (10)

for an edge dislocation.
{R range of the strain field, T inner cut off radius for the dislo-
cation core}.
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The difficulty in applying these equations is that the strain en-
ergy increases without limit as R increases or ri decreases. Somewhat
arbitrary cut off radii for the strain field range and the core have to
be chosen to overcome this difficulty. In practice the outer dimension
of the crystal or half the distance to the next dislocation are chosen
as range R of the dislocation, and values near Burgers vector amount
are chosen for the inner cut off radius r-

Equilibrium Theory for Misfit Dislocations

On one side the mismatched film can accomodate by strain (tetrag-
onal distortion), on the other side the film can accomodate by forma-
tion of a misfit dislocation network at the interface substrate/film.
Let's simply consider a (001) surface with a network of misfit disloca-
tions lying in the interface. from the fourfold symmetry of this sur-
face an orthogonal network of misfit dislocations is required, e.g.
[110] and [JTO] directions, respectively. For the threefold (111) sur-
face a network with three different dislocation directions, e.g. [170],
D(JT],[91?] would be required. The perfect misfit dislocation is of the
edge type, although edge dislocations require more energy than screw
dislocations for their generation (equ. 9, 10). Screw dislocations will
rotate the filmagainst the substrate. Consider the effect of a parallel
array of edge dislocations a distance p apart from another. Line di-
rection and Burgers vector shouldlie in the interface as in Fig. 2. The
parallel array accomodates a mismatch equal to b/p. The relation be-
tween mismatch'llo, film strain € and dislocation distance p is given by
/8/

'ilo+G = b/p (11)
(b length of Burgers vector, sign of b is the same as sign ofﬁio)

A complete accomodation of mismatch by perfect misfit dislocations
would require a network with spacing p

p = b/10 (12)
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V.d. Merwe /6/ calculated the energy Ed of a perfect misfit dislocation
network and the total energy Etot of a film partly accomodated by
strain and partly accomodated by misfit dislocations. The general equa-
tion (10) is also valid for a misfit dislocation. For the range R of
the strain field the assumption was made that for very thin films R
approaches twice the thickness t of the film, whereas for very thick
films R approaches half the distance p. For medium values of t a smooth
interpolation formula was given

R= p/2 for t 3 p/2 (13)

2t/(1 + 4t2/p%) for t < p/2

=
"

The inner cut off radius ry calculated for a Peierls type dislocation

core /6/ is given for a (001) interface in the diamond lattice /9/ by
ry=b (W/2V22(1-w) (14)

(£ base of natural logarithm).

The energy Ed per unit area of an orthogonal network is given by

Eq = 2 Eg/p (15)

The total energy Etot per unit area is given by
Etot = Eh + Ed (16)

using equ. (4-6, 10, 13-15) for calculating E, and E;.

V.d. Merwe assumed that the equilibrium state is given by the minimum
of the energy Etot thus neglecting entropy terms.

3 Eiot 5, 2 QEyq
m)-:():-’;)—e-bi-ZEds-b-a-W (17}

Using equ. (6, 10, 13, 14) we obtain

E, 149
—Q—s-b = 4y ﬁb xt [(b/p)-'to] (18)
2
2 €y = “2 —  In (R/r)
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Very thin layers up to a critical thickness tc grow without misfit
dislocations which is called strained layer epitaxy or pseudomorphic or
commensurate growth

-1lo for t € tc (19)
P ~» oo

The ¢ritical thickness tc is given by IQI

L. Mo ® FﬁTuﬁ Ln {ﬂ{%’lit‘} (20)

Assuming b = 0.384 nm, ¥ = 0.3 and measuring tc in nm one obtains
the following implicit relation for tc

‘Dlo t. (nm)} = 1.175 x 10‘2{2.19 + lntcl (21)

The film strain & in films thicker than tC is relaxed by the for-
mation of the misfit dislocation network.

(¢l
(te) -- 8t (A7) [L‘ (P/ - ,ﬁ_qg(t';))'l (22)
f*’* t<pl

% e L4 () - 1]

Fig. 3 compares the calculated equilibrium theory values with
experimental curves for MBE growth at 550 °C and 750 °C /11/. The
equilibrium theory allows to understand why thin films uptoacertain
thickness grow as strained layers but it predicts quantitatively too
low values of the critical thickness. The V.d. Merwe formalism gives a
rather raw estimate of the energy contribution of the dislocation core.
It was shown /8/ that this is unimportant for critical thicknesses of
many monolayers. But it should be considered for very thin thicknesses.
For this regime numerical calculations are given /12/.
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STABILITY OF STRAINED LAYER SUPPERLATTICES

In general the elements of the strained layer superlattice (SLS)
contain the thin, mismatched layers which are purely accomodated by
strain and stacked to a superlattice, the buffer layer and the substra-
te (Fig. 6). The mismatchvl between the layer is given by the layer
materials with lattice constants ay, ay

” - 2 2% (23)

-a1
a1+a2

SUPERLATTICE LAYERS

Fig. 6. Elements of a strained layer superlattice (SLS).

The elastic strains £1, {2 in the superlattice layers are connec-
ted with the mismatch nlby

ql+€‘-£‘ =0 (28)

if no misfit dislocations are in the superlattice interfaces as expec-
ted for SLS's. That means that the layer thicknesses t1, t2 of the in-
dividual superlattice layery meet the requirements for pseudomorphic
growth

Yy t2 < tc (81581\ (25)

The driving force for introduction of misfit dislocations is the
strain energy stored in a layer. For calculation of the critical thick-
nesses of individual superlattice layers we should insert the strains
€, §, instead of qo for the single layer results (Fig. 3, equ. 21).
The superlattice as a whole has the same in-plane lattice constant a,
(parallel to the interfaces).
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a, =a1(1+£1)=a2(1+£2) (26)

The strain jumps at an amount of (£2 - &1) by crossing each super-
lattice interface. The strain distribution is determined by the choice

of the in plane lattice constant a,-

a,.-a1

& = —5— (27)
a,-a
" 2

€ - an

Strain Symmetrization

The stability of SLS's was investigated for specific material sys-
tems as early as 1974, 1975 (19, 20). The general SLS concept was in-
troduced 1982 /21/. In a pioneering work /22/ the concept of a criti-
cal thickness tCS of the superlattice as a whole was introduced which
should be roughly equal to the critical thickness of a single layer of
the same average composition. We will demonstrate that this definition
applies only to specific structures. One can give a very general defi-
nition /16/ of the stability of a superlattice as a whole against intro-
duction of misfit dislocations. For that we consider the strain energy
Eh stored in a SLS. This is simply the sum over all the strain energies

of the individual layers (N number of periods with length L)

P2
4+ 2 (28)
Fp=2p 2 NP et

FEz |

In equ. (28) equal elastic constants are assumed. It is straight
forward also to introduce different elastic properties and anisotropy
of the material components. The minimum of strain energy is found by
0 Eh/g&'1 = 0 using equ. (23) as coupling between the 81. The result is

very simple. Minimum strain energy is obtained, if

€, = 'q%‘

(29)

t.
8,_=""Vl ‘z-'

For the most important case t1 = t2 = L/s this condition reduces to

£.=-& = 12 (30)




That means the SLS is stable if the strain is symmetrized after
equ. (30). We use the termm strain symmetrization mainly for SLS's with
equal layer thickness t1 = t2, but it means only replacing equ. (30) by
equ. (29) without loss of generalityif unequallythick layers are used.
In this case there is no limiting critical thickness (tc§9<y>) of the
superlattices as a whole. The situation changes if the strain is unsym-
metrically distributed. Then the superlattice can gain energy by the in-
troduction of misfit dislocations at its base if the thickness of the
superlattice (N x L) raises above a critical superlattice thicknress tcs‘
The critical superlattice thickness will decrease with increasing asym-
metry of the strain distribution. The superlattice structure of ref.
/16/ was completely unsymmetrical with respect to strain (£1= 0,

ér = -')l). The introduction of misfit dislocations will change a,, and
shift the strain distribution to higher symmetry.

Buffer Layer Design

The buffer layer between superlattice and substrate is grown for
several reasons. The main functions of the buffer layer are:

1. Transition from the substrate material to the superlattice material
system, eg. from an InP substrat to a InAs/GaAs superlattice via an
InGaAs buffer layer,lattice matched to the substrate.

2. Improvement of crystal quality. Especially strained buffer layers
or SLS buffers can effectively reduce the density of penetrating
substrate dislocationsby bending them into the interface plane.

3. Adjustment of superlattice strain distribution by shifting the in
plane lattice spacing from the substrate value ap to the superlat-
tice value a,. This shift principally involves the generation of
misfit dislocations in the buffer layer. The usually used thick
(several um) buffer layer with either linearly or step graded com-
position suffers from being heavily dislocated which might be an
inherent problem for device application. Therefore growth of SLS's
without such an strain adjusting buffer layer was performed. High
quality growth is only obtained for specific material system where
the lattice constant a, of the substrate /17/ is between the lat-
tice constants ay, of the superlattice materials (strain sym-
metrization by the substrate itself) or for thin unsymmetrically
strained systems below the critical superlattice thickness /16, 18/.
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We will discuss here the concept of a thin («0.25 um), homogene-
ous buffer layer, the strain adjusting misfit dislocation network of
which is mainly confined to the interface between substrate and buffer
layer /19/. The in plane lattice spacing ayls controlled (Fig. 7) by
the lattice constant ap of the buffer material and by the stran1£B in
the buffer which depends on mismatch‘?o between substrate and buffer
layer and on buffer layer thickness tB.

ay = 3 (1-¢ (31)

The design of the buffer layer is explained here on the example of
an Si1_yGey buffer layer ontop of a Si substrate. The lattice constant
of the buffer layer is determined by the chemical composition y

ag = 4, (1 +0.042 y) (32)
‘ >- .
tensile-  sfrain  compressive-
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Fig. 7. Scheme of stvain symmetrization by a homogeneous, incomnensurate
buffer layer. Dots: natural lattice spacing. Arrows: Distortion
of the in plane lattice spacing a, by strain. Example:
SiO.SGeo,S/Si superlattice on Si substrate.
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assuming Vegard's law. The lattice mismatch between Ge and Si is 4.2 %.
The strah1gisin thin SiGe layers on Si substrates was measured by He-
backscattering /20/ (growth temperature: 550 °C). We used for this
calculation the smoothened data set given in /21/. The result is given
in Fig. (8) as in plane spacing a, versus buffer layer constant ap for
various buffer layer thicknesses ranging from 10 nm to 250 nm. One can
consider the couple substrate/buffer layer as a new virtual substrate
which offers the in plane lattice spacing ay- This would in this exam-
ple correspond to a SiGe substrate with an effective Ge content y*,
where y* is defined by

a, =3, (1 + 0.042 y*) (33)

y* =y + 23'8£B

Remember that the effective Ge content y* would be smaller than
the Ge content y of the buffer layer because of the compressive strain

83 (negative sign).
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/
06l Sii.yGe, buffer layer y; o
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Fig. 8. Design for a 511_ Gey buffer layer on a Si substrate. tffective
Ge content y* of the virtual substrate (Si substrate + buffer)
versus Ge content y of the huffer layer for different buffer
layer thicknesses tB.
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Metastability of the Buffer Layer

The experimentally found critical thicknesses t, of a mismatched
layer are generally higher than that predicted by an equilibrium theory.
If one does not assume that the theoretical treatment is based on wrong
assumptions one has to consider kinetic reasons for this deviation from
equilibrium. These deviations can come from the nucleation and motion
of dislocations which are both hampered by the need of an activation
energy. Already Matthews /22/ argumented that misfit dislocations which
move to the interface by a glide process are not as ideal as perfect
misfit dislocations. He considered a substrate dislocation which pene-
trates the surface (Fig. 9, upper part). The slip plane and the Burgers
vector b are inclined to the interface. The dislocation is bended by
the film strain and can create a straight misfit dislocation segment if
the thickness is raised above the critical thickness. But now only the
projection of the edge component of the Burgers vector on the interface
is able to accomodate mismatch irstead the full Burgers vector as in
the case of an ideal edge type misfit dislocation with the interface as
slip plane. Let us consider e.g. an (001} surface which is penetrated
by a dislocation lying in a (171) slip plane with a 1/2-[011] Burgers
vector b. The misfit dislocation segment extends along the intersection
[110] of the slip plane with the interface. The projection of the edge
component in [176] direction amounts to half of the Burgers vector
(b/2). For these nonideal misfit dislocation arrangement the relation
between strain and misfit dislocation array has to be reformulated.

"l°+£ = /34@/,9 (34)
AsA4

- - =
with /3.4% = ~Jg "[ gl'k “
(b Burgers vector, i ,i unit vectors along dislocation line and
perpendicular to the interface, respectively).

The weaker accomodation of this dislocation array shifts the pre-
dicted critical thickness to higher values. The formal treatment of
Matthews uses a force balance instead of energy considerations as
v.d. Merwe has done which is proven to be equivalent by the definition
of the force on a dislocation. Matthews theory is more close to the
experimental results than v.d. Merwe theory especially for medium
growth temperatures (e.g. 750 °C MBE results). It should be stated that
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it describes a metastable state because principally ideal misfit dis-
locations can be created by slower process, e.g. climb or glide from
the rim of the sample. The same result is obtained for glide of a dis-
location half loop from a nucleation site at the surface (Fig. 9 middle
part) which is a more probable process than the originally suggested
bending of substrate dislocations because of todays low dislocation
density substrates.

fitm
P

substrate

Fig. 9. Basic mechanism for misfit dislocation generation. Upper part:
Bending of a substrate dislocation. Middle: Nucleation (NS) of
a dislocation at the layer surface and movement to the inter-
face. Lower part: Nucleation of a dislocation dipole at the
interface.

The kinetic reason for the increase in critical thickness at low
growth temperatures (550 °C MBE) is not clear. One can speculate that
the barrier for nucleation controls the onset of accomodation by dis-
locations. TEM images /23/ of films grown at 550 °C are compatible with
the picture of nucleation of dislocation arrays at the interface itself
(Fig. 9 lower part). A fitting curve for the low temperature data /7/
was given (see Fig. 3, 550 °C MBE). In this interesting treatment the
authors compare the elastic energyf?h with what they call areal energy
density of the dislocation. This may the reader mislead that this fit-
ting curve is obtained by equilibrium considerations. But one can inter-
pret it more as an activation barrier for dislocation nucleation.
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GROWTH AND PROPERTIES OF SI/SIGE SUPERLATTICES

The material system silicon/silicon germanium is a model system
for strained layer superlattices because of the close relationship in
chemistry of Si and Ge. The pure influence of strain can easily be
studied in this system with a lattice mismatch ranging from zero to
4.2 % depending on the composition of the completely miscible alloy
SiGe. The strain distribution can be adjusted from a symmetrical situa-
tion to an unsymmetrical situation with a buffer layer/Si substrate
designed after the principles given in the foregoing section. Key
issues for the technological realization of the concept of strain
adjustment are low growth temperature, control of layer composition and
thickness, crystal perfection of the buffer layer.

SUBSTRATE SUBSTRATE SUBSTRATE
OVEN \\\\ VOLTAGE U
‘ v p—F—
QUARTZ E s i 0—1
23 \ =
IONIZ ATION MASS SPECTROMETER

RING
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- - SHUTTER
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S

(’Z%‘ - EFFUSION CELL
e
1

Sb h Ge

Si - SOURCE

Fig. 10. Scheme of our Si-MBE apparatus /1%, 14/ used for growth of
SiGe superlattices

Silicon Molecular Beam Epitaxy (Si-MBE)

MBE is ideally suited for meeting the above regquirements. For a
review of Si-MBE the reader is referred to /21/. The principal ar-
rangement of our MBE apparatus which was used for growth of SiGe super-
lattices is given in Fig. 10. The following subsystems are shown;
(i) material sources (Si, Ge, Sb), (ii) substrate oven, (iii) second-
ary implantation equipment (ionization ring, substrate voltage), (iv)
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in situ monitoring equipment (quartz microbalance, mass spectrometer).
These subsystems are installed inside an ultrahigh vacuum chamber.
We used the method of secondary implantation /24/ for n-type doping
with antimony (Fig. 11). Si ions generated by the electron gun evapora-
tor and/or by an ionizer ring (see Fig. 10) are accelerated toward the
substrate surface by an applied voltage. These Si ions implant the -
adsorbed Sb atoms (Fig. 11).

Band Ordering in SiGe/Si

The band gap of the alloy SiGe is smaller than that of silicon.
The ordering of the bands at the interface determines the properties of
two-dimensional carrier gases. The most common case of band ordering is
obtained with the low band gap within the wide band-gap (type I band
ordering). In this case both,electrons and holes would jump from the
wide gap material to the low gap material. For a staggered band or-
dering (type I!) electrons and holes would jump in opposite directions
across the interface. A rough idea about the type of ordering can be
obtained by considering the electron affinities of the materials. The
electron affinity measures the energetic position of the conduction-
band edge against a vacuum level. This simple consideration holds if
both materials are separated. For the system Si/Ge a nearly flat con-

adsorption layer
growing crystal

-0V
Fig. 11. Doping by secondary implantation (DSI). The adsorbed Sb atoms
are knocked on by Si-ions accelerated toward the substrate /24/
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duction-band ordering (between type I and type II) is proposed. Usual-
ly, interface structure, dipole moments, and strain effects contribute
additionally to the band-edge position after facing both materials.

Early experiments with polycrystalline material seemed to confirm
the picture of a flat conduction-band ordering (with very slight type I
character). Also first MBE experiments /25/ of the Bell group with un-
symmetrically strained Si/SiGe superlattices demonstrating 2D-hole gas
but no electron gas were in agreement with that flat band picture. In
apparent contrast to that,our group realized a 2D-electron gas in the
wide gap material silicon /26, 27/ with a symmetrically strained Si/
SiGe superlattice. Both groups agree now that the apparent contradic-
tion was caused by the different strain distribution within the super-
lattices /28, 29/. Fig. 12 shows the calculated conduction-band offset
(type II) as function of the strain distribution /19, 29, 30/ charac-
terized by a substrate with an effective Ge-content. The band ordering
is shifted toward strong type Il character as the substrate is made Ge-

500 T e
Si/Siy s Geysuperlattice o ~—SiGe
400 ST

300

200

conduction band offset (meV)

Abstreiter\

type I interface

Si

100 symfne;ric -
/,’ strain WWW’/R
ole” l flat conduction band
Si Sig7s Gegas SigsGegs
effective substrate  Si;_,, Ge,,

Fig. 12. Conduction band offset for a Si/Si0 SGQ0 5 superlattice as a
function of the effective substrate which determines the

strain distribution /19, 29-31/




rich. The position of the symmetrically strained superlattice is marked
by an arrow suggesting a conduction-band offset of roughly 200 meV for
the symmetrically strained superlattice /31/.

The basic mechanism for the shift in conduction band offset was
clearly evaluated by G. Abstreiter /29/. The biaxial stress®@ in the
layers can be described as the sum of a hydrostatic pressure and an
uniaxial stress normal to the layers.

o~ 6~ o .
& - o + o) (35)
o I < -0

The hydrostatic part basically shifts the conduction and valence
band up (compression) or down (tension} depending on the sign of pres-
sure. It causes also small changes in the value of the indirect band
gap energies. The conduction band minimum of Si is along the [100] (A)-
direction and sixfold degenerate. The conduction band ordering remains
Si-like up to a Ge content of 85 %. In unstressed Ge-rich alloys the
conduction band minimum is at the L-point and consequently fourfold de-
generate. The main effect is caused by the uniaxial part of the strain
responsible for a splitting of the six-fold degenerate conduction band
and the heavy and light hole band. A tensile [100] biaxial stress (=
compressive uniaxial part) lowers the two-fold degenerate valley with
the large mass normal to the layers and shifts up the light hole band
Fig. 13 (left side) shows the effect of biaxial strain on the band
edges for a symmetrical strain situation, tensile in Si, compressive in
SiGe. The strain-induced band gaps in SiGe layers, which are grown on
different virtual substrates (= substrate + buffer layer) are shown on
the right side of Fig. 13. In all cases the energy gap iS reduced for
the whole concentration region from pure Si to pure Ge. For Si-rich
virtual substrates the band structure remains Si-like even for pure Ge.

Modulation Doping

The method of doping by secondary implantation is well suited to
grow thin doped layers with abrupt profiles, e.g. in the case of Sb so-
called nini structures. When we combine this technique with the growth
of strained composition multilayers of Si/SiGe we can study the effect
of (n type) modulation doping on a multilayer heterostructure with a
periodically varying band gap width.
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Fig. 13. The effect of strain symmetrization on the band edges of
Si/Si0 56e0 5 (left side). Band gap energies in SiGe for dif-
ferent biaxial stress conditions (right side) /29/

In our experiments we applied the same period length L of typical-
ly 10 to 20 nm for both, Si/SiGe heterostructure and Sb modulation
doping, but we used different phase angles between the two periodic
layer structures defined byfr = 2 W& /L according to Fig. 14. The total
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Fig 14. Modulation doped Si/SiGe superlattice with period lengih L and
doping phase angle ¢- 2n AL/L (left side). Room temperature
Hall mobility as function of doping phase angle {right side)
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number of periods was ten. Mobility and carrier concentration were de-
termined by Hall measurements assuming the Hall factor to unity. The
sample geometry was chosen according to van der Pauw. Carrier concen-
tration in all samples amounts to 4 x 1018 cm'3 as calculated by the
quotient of sheet carrier concentration and the superlattice layer
thickness. In Fig. 14 the room temperature Hall mobility as a function
of the phase angle ga is shown for symmetrically strained material. The
mobility maximum 1is achieved for(f =T, i.e. in the case where the Sb
doping spikes coincide with the center of the SiO.SGeO.S layers. The
temperature dependence of the Hall mobility down to liquid nitrogen
temperature is given in Fig. 15. For comparison the corresponding re-
sults of equivalently doped bulk Si are added.

The prominent result is a remarkable increase of the electron mo-
bility within the modulation doped strained layer superlattice compared
with equally doped Si: Even at room temperature there is a mobility in-
crease of a factor 4 (for L = 12 nm) respective 5.5 (for L = 20 nm, ef-
fect of an increased spacer thickness).

1500
) n=4-10%/cm?
SiGe/Si
superlattice
2
ke 750
€
=
3 Silicon
-_—
0 A n 1
100 200 300

TEMPERATURE (K}
Fig. 15. Hall mobility versus temperature for n-type material with a
mean doping level of 4 x 1018/cm3. Compared is a modulation
doped Si/SiGe superlattice with bulk silicon

Direct confirmation of the existence of a two-dimensional electron
gas within the multilayer heterostructure is derived from Shubnikov-
deHaas measurements /27/. The oscillation periods, only observed with
the magnetic field perpendicular to the layers, lead to a two-dimen-
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sional electron density of about 3 x 1012 per layer period which is

in reasonable agreement with the total electron density of 4.8:1013cm
obtained from Hall measurements of the 10 period structure.

The fact that doping the central region of the SiO.SGeO’5 layers
yields the mobility maximum by carrier separation from the ionized
parent impurities can only be explained when electron confinement in
the Si layers is assumed. This, in turn, suggest a band structure of
the Si/SiGe strained multilayer heterostructure as proposed in Fig. 12.

The transport properties of 2-D carrier gases were utilized for
the fabrication of MODFET devices. For a review of the first n-channel
and p-channel SiGe/Si-MODFET's see ref. 32. A typical n-channel MODFET
is shown in Fig. 16. This silicon based heterodevice would well fit in-
to the circuit concept given in Fig. 1. The main elements of this de-
vice are the Si substrate, the buffer layer for strain symmetrization,
the Si channel for the 2-D electron gas, and the Sb-doping spike in the
SiGe-layer delivering the electrons for the channel. A graded layer and
a Si overlayer cover the MODFET. By this band gap engineered structure

n - channel S1Ge/Si MODFET

GATE
w 3
z

over layer

77T

—e curtant | ima )

electron channel A_S
T )

Stgy Gegy buffer {strain symmetnzahon)
Si subsirate waltage Vgg (V1

Fig. 16. Sketch of the n-channel Si/SiGe MODFET structure (left side).
Current-voltage characteristics (right side)

the escape of electrons to the surface is avoided. Excellent room-tem-
perature characteristics and operation up to microwave frequencies was
obtained with the first unoptimized devices of this type /32. 33/ ex-
pecting encouraging progress with further development.
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Brillouin Zone Folding

The Brillouin zone of a superlattice with period length L shrinks
normal to the layers according to

-T/L < £!< L72 (34)
'W/o. < gw< IT/Q

(a length of lattice cell).

One expects minizones in the momentum space not observed in the
host crystal. For a weak superlattice potential the first superlattice
Brillouin zone can be constructed by folding the Brillouin zone of the
host crystal into the first minizone. Consider, that the derivative
(dE/Dk) vanishes at the band edges. Already 1974 it was proposed /34/
that the zone folding effect can transform an indirect band gap to a
direct band gap. Fig. 17 shows as example the folding of a host crystal
Brillouin zone of a Si-like band structure by a superlattice period
L = 5a. The conduction band with an energy minimum near the X-point
[001] is transformed in five mini bands with energy minimum near kZ = 0.

_\z._._________*_\/w :

_O=D &

T k X
Fig. 17. Brillouin zone folding of a Si-like band structure. Host crys-
tal with superlattice (L = 5a) minizones (left side}. Folding
of the band structure into the first minizone (right side)
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Such an effect would have an tremendeous impact on silicon based opto-
electronic devices. First experimental evidence of the zone folding
effect in Si/Ge superlattices was announced /35/.

CONCLUSION

Strained layer superlattices will gain increasing importance be-
cause of scientific and industrial interest. Driving force for indus-
trial interest is the monolithic integration of lattice mismatched het-
erostructure/superlattice devices with conventional IC's on a Si sub-
strate.

For the realization of this material <concept two basic problems
have to be overcome: (i)Stacking of two levels of device structures (con-
ventional IC, superlattice) with completely different layers. (ii)
Growth of high quality material on a mismatched substrate. Only the
latter problem is addressed in this paper.

Lattice mismatch can be accomodated by strain or misfit disloca-
tions. Up to a critical thickness nature's answer is accomodation by
strain. Above the critical thickness accomodation is partly by misfit
dislocations and partly by strain. Experimental values of critical
thicknesses are larger than the values predicted by equilibrium theory.

Strained layer superlattices with individual layers below the cri-
tical thickness are stable for symmetrical strain distribution. Other-
wise a critical superlattice thickness would 1imit the thickness of the
whole superlattice itself irrespective of thin individual layers.

Strain symmetrization can be obtained with a thin, homogeneous
buffer layer. Design rules for this buffer layer are given.

Si/SiGe is a model system for SLS's. Growth is performed witi a
Si-MBE system. Strain strongly influences the band ordering switching
from a flat conduction band for unsymmetrical strain (Si/SiGe on Si) to
a type Il interface for symmetrical strain. Mobility enhancement in
modulation doped structures was utilized for n- and p-type device opera-
tion (MODFET). Zone folding effects are predicted which can strongly in-
fluence the optoelectronic properties of indirect gap materials.
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ELECTRICAL TRANSPORT IN MICROSTRUCTURES

Frank Stern

IBM T.J. Watson Research Center
Yorktown Heights, New York 10598, U.S.A.

INTRODUCTION

These lectures are intended to provide an introduction to carrier
transport in systems with reduced dimensionality. The main application
will be to electrons in silicon inversion layers and GaAs heterojunc-
tions and quantum wells. Knowledge of basic aspects of semiconductor
physics and of transport in solids, as given, for example, in Kittel'
or Ziman® will be assumed. More detailed discussions of transport,
particularly in semiconductors, can be found in Wilson® (which includes
semiconductors in spite of the title), in "big" Ziman,“ and in
Seeger.S General concepts of heterostructure physics are presented in

other lectures in this volume.

The principal aspect of transport to be discussed is ohmic con-
ductance as influenced by impurities, interfaces, phonons, and alloy
scattering. Brief discussions have been added dealing with hot carri-
ers, with device simulation, and with coherence effects in small systems
in the presence of disorder. The presentation will attempt to describe
the basic physical processes and to provide a few references that can
serve as an entry point to the literature. I apologize to those whose
work has been omitted or underrepresented because of time and space

constraints.

Rapid advances in processes for fabricating semiconductor samples
have made possible structures in which carrier motion is restricted in
one (or two or even three) dimensions, with carriers essentially free
to move in the remaining dimensions. In most of what follows, we shall
considcy the case in which motion is restricted in a quantum sense, i.e.
we have carriers confined in a "box" of some kind, whose size is less
than or comparable to the Fermi length k;’, the reciprocal of the
diameter of the Fermi surface corresponding to the carrier density.
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Later we briefly consider cases where the criterion for reduced dimen-

sionality involves a different physical length scale.

ELEMENTARY TRANSPORT CONSIDERATIONS

Although there are many levels from which transport can be
approached, we will start with the Boltzmann equation (here simplified

to the case of a spatially uniform three-dimensional system)

af(k,t)  eE Af(k, t)
— e EE g fk,t) s —
3t PR ot scatt

)

= 3 fdk’ W' - KEEK, D)1 - £k, )] - Wk - k), D1 - £&', t)jt
(2m)

for the carrier distribution function f(k,t) as influenced by external

electric fields E (magnetic fields are ignored in this discussion) and

by a scattering rate W which depends on the wave vectors of the initial

and final states in the scattering process as well as on temperature

and on material parameters such as impurity density. V is the normal-

ization volume.

If all scattering is elastic and for spherical symmetry, the
steady-state solution of the Boltzmann equation in the weak-field (i.e.
ohmic) regime is

af,

2
3E 2)

fk) = fg + £1(k) = fo + ey Ewv

where fy is the Fermi-Dirac distribution and v=vE is equal to #k/m for
spherical and parabolic bands with effective mass m. The current den-

sity (including a factor 2 for spin degeneracy) is

J=-=2e fv £(k) dk, (3)
2mn?

but in the approximation being used here, f can be replaced by f,

because the equilibrium distribution does not carry any current. The
scattering time r. that enters in the mobility g =er,/m and in the con-
ductivity e = nqez/m, will be given for some specific scattering mech-

anisms below.

In systems with lower dimensionality the electronic states can be
described by subbands within the energy band structure of the bulk
material. In the simplest case, in which only one subband has appre-
ciable carrier density, we shall presume that an equivalent Boltzmann
equation applies, with the distribution function now referring to a
lower dimensional space. It should be noted, however, that the con-
ductance calculated in this way is subject to corrections that modify
the transport at very low temperatures. In two dimensions, one finds
6-9

logarithmic "weak-localization" corrections whose magnitude gener-
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ally does not exceed 10% in the accessible temperature range. In one-

'”2, and there is a

dimensional systems these corrections vary as T
significant temperature range in which Boltzmann equation results will

be unreliable.

Early work on transport in two dimensions in the Boltzmann equation
regime is that of Stern and Howard,10 who considered only Coulomb
scattering. Work on one-dimensional systems in a similar regime has

" for the case with only one occupied sub-

been carried out by Fishman
band and by Das Sarma and Xie'? for a more general case. Phonon scat-
tering in quasi-one-dimensional systems was treated by Riddoch and

Ridley.13 The one-dimensional case is of interest for a number of rea-
sons, one of them the possibility that the mobility will be high because
the only available scattering process is backward scattering, which has

a large momentum transfer and therefore a reduced scattering rate.'?

Most of our discussion applies to electrons, either in silicon
inversion layers or in GaAs-based heterostructures, for which there are
more data and for which the theory is considerably simpler. A few
references to the more limited literature for holes are given after the
results for electrons. We consider mainly the conductance of a single
electron subband in a single channel. At high carrier densities or high
electron temperatures, more than one subband will contribute. The
theory for such cases is discussed, for example, by Ando et al.,'® and
the effect was observed in a GaAs-based heterojunction by Stérmer et
al.’® In some heterojunctions, there can be conduction both in the GaAs
channel and in the Al,Ga,_,As barrier region, a situation which requires

care to interpret, as noted by Kane et al."” and by Syphers et al.'®

SCATTERING MECHANISMS

Coulomb scattering

In most cases, the dominant scatterers at low temperatures are
charged impurities or defects. The effects of screening by mobile
carriers must be included in the scattering cross section. For weak,
slowly varying, static potentials, the screened potential ¢ induced by

an external charge density pexy is given by the solution of
V2¢(r,z) — 2g5 ¢(r) g(2) = = payr(r, z)/e, (4)

where g(z) is the normalized spatial distribution of the two-dimensional

electrons, assumed here to occupy only the lowest subband, and ¢@) =

Jo(r,z)g(z)dz . The screening constant g, is given by'C
2
e dN
= . 5
s =3¢ gE; =)

At low temperatures this reduces to (g = g\,mez/lmeﬁ2 , where g, 1s the

valley degeneracy, and at high temperatures (if that is meaningful in
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a single-subband approximation) qs=(eZN/25kBTL Note that the screened
potential in two dimensions falls off approximately with the third power

10

of the distance, a considerably weaker variation than the exponential

decay found in three dimensions.

In most of what follows we shall use the Born approximation to
calculate the scattering rate. This approximation, which assumes that
the scatterer does not deform the incoming wave substantially, is
expected to be valid for the Coulomb scattering rates that dominate the
scattering at low temperatures because the dominant scatterers are
generally some distance from the center of the electron distribution.
That was verified explicitly for silicon inversion layers by Stern and
Howard,10 and 1is expected to hold for high-mobility GaAs heterostruc-
tures as well. If the Born approximation does not apply then the simple

treatment of screening used here is also in question.'®

The detailed evaluation of the scattering rate for electrons in
an inversion layer or heterojunction can be found in standard references
(see for example, Refs. 10, 15, or 20) and need not be repeated here.
The simplest example assumes that the electrons lie in a plane with zero
thickness (the extreme two-dimensional limit), that the surrounding
material has permittivity e, and that the scatterers are randomly dis-
tributed on a plane a distance d from the electron plane. Per singly
charged center, the cross section for scattering with wave vector

transfer g is then

4 expl —-2qd)
o(B) = me Pl d , (6)

2,3 2
8rehv (4 +gQg)

where q, 1s the screening parameter defined in (5), v =fk/m is the
carrier velocity, and the scattering angle is given by q =2k sin(§/2).
Note that the cross section has the dimensions of a length here, not

an area as in three dimensions.

This simple expression, generalized to take into account the per-
mittivities of different layers and the spatial extent of the electron
wave function, can be applied to many examples by integrating over the
positions of the charged scatterers. For example, it can be used to
examine the mobility in GaAs-based heterojunctions. Here a doped
Al,Ga,_yAs layer is separated from the GaAs by a nominally undoped spacer
layer. Charges transfer from the barrier to the GaAs, and the density
of charges in the GaAs channel is determined by the doping density in
the Al,Ga,_,As, by the spacer thickness, and by the difference bhetween
conduction band offset at the GaAs-Al,Ga,_yAs interface and the binding

energy of the donor level in the Alea,__xAs.21

If the scattering cross section is known, the scattering rate for

carriers of a given energy (or wave vector, since we assume l1sotropic
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bands here) scattered by N; scatterers per unit area, with differential

cross section ¢;(8) is given by

1al(k) = vaf (1 - cos 8) 0;(8) 48, (7)

where v = #ik/m. Contributions from various scattering layers simply add.

2! showed

Taking the charge transfer conditions into account, Stern
that the highest mobility for a given channel electron density 1s
achieved by maximizing the doping in the Al,Ga,_yAs and by keeping the
residual density of lonized impurities in the GaAs as low as possible.
Calculated values of the reciprocal mobility for one set of parameters
are shown in Fig. 1. (Note that the difference between the band offset
and the Al,Ga;_yAs donor binding energy used in that paper was about
30 meV too large; some reduction in the calculated mobilities would be
expected if that difference were reduced. The trends, however, are not
affected.) The general features of this figure appear to be supported

by experiments on high-quality samples measured in the dark.

Under illumination, the carrier density in GaAs-Al,Gai_yAs hete-
rojunctions usually increases, an effect attributed to lattice relaxa-

tion around of donors in Al,Ga,_,As when they are ionized, resulting
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Fig. 1. Calculated "optimum" reciprocal mobility at low temperatures
for a GaAs-Al,Ga;_xAs heterojunction with background impurity
concentration of 101“/cc in the GaAs and in the undoped spacer

layer, donor concentration of 7 x 10"7 em™?

in the doped portion
of the Al,Ga;_yAs, and a difference of 0.2 eV between the barrier

height and the donor binding energy. (After Stern, Ref. 21
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in an energy barrier that impedes electron recombination with the ion-
ized donors at low temperatures. The mobility usually increases upon
illumination, but cannot be calculated from the simple model used here;
screening by mobile carriers in the Al ,Ga,_yAs must also be included.

We have so far used the static, long-wavelength limit for screen-
ing. The results can be generalized to include the effects of wave-
vector-dependent screening, but this is academic in the simplest cases
because for a simple subband in two dimensions the screening is constant

for wave vector transfers up to q = 2ky, the maximum value possible for

22 In three dimen-

scattering in an isotropic system at absolute zero.
sions, on the other hand, screening does depend on g. The wave vector

dependence of static screening in two dimensions is shown in Fig. 2.

While Coulomb scattering is generally thought to be temperature-
independent, it turns out that the singular behavior of screening near
momentum transfer of 2ikp in two-dimensional systems can lead to a
significant temperature dependence at low temperatures. This effect,
an increase in resistance with increasing temperature at temperatures
of order 10 K, is to be be distinguished from the logarithmic "weak
localization" corrections mentioned above, which occur at even lower
temperatures and which lead to an increase in resistance as the tem-
perature decreases. The cffect has been observed in silicon inversion

24 and Dorozhkin and

22

layers by Kawaguchi and Kawaji,23 Cham and Wheeler,

Dolgopolov.25 Theoretical treatments have been given by Stern and by

RELATIVE SCREENING PARAMETER

0.0 1 1 L i
0 2 4 6 8 10

WAVEVECTOR (10° cm ™)
Fig. 2. Wave vector dependence of the screening parameter qg , normal-
ized to its value at g=0 and T=0, for several temperatures.
The results are for a silicon inversion layer with 2 x 102
electrons per cm?, for which 2kg = 5 x 10° em™'. (After Stern,
Ref. 22)
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Gold and Dolgopolov.26 In GaAs heterostructures other effects appear
to dominate the temperature dependence of mobility, as discussed in the
following section.

Some silicon inversion layer samples are found to have mobilities

27 Those samples, which remain

2
'

above 2 m?/V s at low temperatures.

"metallic" down to electron densities well below 102 cm”
27,28

have mobil-
ities that continue to increase even below 4.2 K, consistent with
calculated results for samples with a low density of interface

charges.ze'29

At very low carrier densities, the conductance in two-dimensional
systems becomes activated, representing a transition from the weak-lo-
calization, quasi-metallic regime to the regime of strong localization
and variable-range hopping. Experimental results for the activated
regime 1in silicon inversion layers have been reviewed by Ando et al.'s
Theoretical predictions in the framework of the memory function for-
malism have been made by Gold and Gotze3? for silicon inversion layers

31,32

and by Gold for GaAs heterostructures. An entirely different

mechanism for activated conduction, magnetic-field-induced freezeout,

has been investigated by Robert et al.?’’

Interface scattering

Deviations of interfaces from planarity can lead to scattering
both in three-dimensional and in two-dimensional systems. The rough-
ness of the Si-Si0, interface has been actively studied, and leads to
significant scattering at high electron densities. This subject has
been reviewed by Ando et al.,15 and recent results have been presented

by Hahn and Henzler?* and by Goodnick et al.?®

The scattering rate due to roughness scattering was first derived
by Prange and Nee?® in connection with magnetic-field-induced states
at the surface of metals. For an inversion layer or a single hetero-

junction, their result can be simplified tod?

“1,,, _ mA%A%N*Zet fﬂ (1 - cos 8) exp( — q°A%/4)

ae, (8)
"’ 0 [e@]?

where A and A are the rms height and the lateral correlation length of
the deviation of the surface from flatness, g = 2k sin(8/2), N* = Ng + N./2
1s proportional to the average electric field in the inversion layer
(Ng and Ng are the densities of fixed charges and channel electron
charges, respectively, per unit area), and e€(q) includes wave-vector-
dependent screening. Thus roughness scattering increases with the rms
height of the roughness, as one might expect, but also with the electric
field in the channel, and it depends as well on the lateral correlation

length of the roughness. Equation (8) assumes a Gaussian autocorrela-
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tion of the roughness, as is customary because of the simple form of
the results. However the experiments of Goodnick et al.?® suggest a
correlation falling off more nearly exponentially. The effects of
various roughness models were explored by Gold. 38

While roughness scattering is important in silicon inversion

20 not to be

layers at high carrier densities, it was shown by Ando
important in GaAs heterojunctions, both because the carrier density is

generally lower and because the interfaces can be smoother.

Alloy scattering

The influence of alloy scattering on the mobility of electrons in
typical GaAs — Al,Ga,_,As heterostructures?® is usually weak because the
electrons penetrate very little into the alloyed barrier regions. On
the other hand, alloy scattering can be significant in structures 1in
which the electron is confined within the alloyed region of the device.

The scattering rate connected with electron motion in a hetero-

structure containing a random binary alloy can be written®®

mx(1 ~ x) (8V)2 ff“(z)dz

3 ’

-1
Talloy = A (9)
where 8V is an effective potential energy difference between the two
species in the alloy, x is the alloy fraction, N 1s the density of
primitive cells per unit volume, ¢(z) is the electron envelope wave
function, and the integration is over the alloy region--here the 1nside
of the well. This result assumes that the positions of the two con-
stituents are uncorrelated. If correlations do exist, as has been found

40 then (9) does not apply. Note

for at least some Al,Gaji_yAs structures,
that the alloy scattering rate in two dimensions 1is independent of

electron energy.

For the particular case of InP-In, ¢3Gan ,7As-InP quantum wells,
Brum and Bastard?® calculated the alloy scattering vs well thickness.
For thicknesses large enough that most of the charge is within the well,
the alloy scattering mobility increases approximately linearly with the
width of the well ({(until the second subband is occupied) and 1s equal

to about 5 mZ/Vs for a 10 nm well.

Deformation potential scattering and piezoelectric scattering

Scattering by charged impurities and other defects generally
determines the mobility of real devices at very low temperatures, but
at higher temperatures scattering by lattice vibrations begins to be

felt. Deformation-potential scattering by acoustic-mode phonons 1in a
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quantum well of thickness L leads to a scattering rate given in the

absence of screening by®''%?

2
3 3D°kgTm

TDp = (o

2ﬁ3pV€L

where D is the deformation potential (with units of energy), p is the
mass density, and vy is the longitudinal sound velocity. Note that both
phonon absorption and emission processes contribute to scattering at
finite T. Both acoustic-mode and optical-mode scattering are modified

by screening effects, as discussed by Price."?

In two-dimensional systems with only one subband occupied, the
electron wave vectors lie in a two-dimensional space while the dominant
phonons are bulk phonons, with wave vectors in three dimensions. Thus
an integration over phonon wave vectors in the z direction must be
carried out. This leads to a factor fﬁdz in the scattering rate, which
becomes 3/2L in (10) and corresponds to the factor 1/z,, in the theory

. : . . 4
for silicon inversion layers.**

In materials without inversion symmetry, acoustic phonons generate
electric fields that interact with the carriers. The resulting pie-
zoelectric scattering‘”'“5 is very anisotropic. Written so that the
angle average 1is equal to the total rate, the unscreened scattering rate

is

5
-1 m(ehq,)° KgT Say, 13aq
Tprezold) = con3 q 5+ 3 ’ (11

where hy, is the applicable piezoelectric coupling constant (egual to
1.2 x 10° V/m for GaAs), g is the magnitude of the two-dimensicnal
transfer wave vector, and the factors ey (q) and aplg) are equal to 1 for

heterolayer thickness small compared to 1/qg.

The theory of scattering by acoustic phonons in silicon inversion
layers has been reviewed by Ezawa et al.,“® but the results at inter-
mediate temperatures are masked by the temperature dependence resulting
from screened Coulomb scattering, discussed above. In GaAs heteros-
tructures, on the other hand, the phonon scattering is clearly seen in
good samples even near 10 K, as shown in the work of Paalanen et
al.,“7 Mendez et al.,”® and Lin et al.*? Figure 3, from Lin's thesis,
shows the temperature dependence of mobility for a series of GaAs het-
erojunctions. The mobility varies approximately linearly with temper-
ature at low temperatures (the rapid decrease at higer temperatures will
be discussed in the following section) and the slope changes from pos-
itive to negative as the sample quality improves. This difference 1is
attributed to the usual effect of acoustic phonon scattering in the
high~mobility samples, which is masked by an effect associated with the
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energy dependence of the impurity scattering rate in the low-mobility

samples.

Mendez et al.“® analyzed their data on several high-mobility sam-
ples to extract a value for the deformation potential for interaction
between the electrons at the GaAs heterojunctions and the acoustic
phonons., Their analysis included the piezoelectric scattering and
assumed that both deformation potential and piezoelectric scattering
are screened. They infer a value of approximately 13.5 eV for the
deformation potential constant D. Vinter®® carried out a similar
analysis but used numerical rather than variational envelope wave
functions and found D=12 eV. Hirakawa and Sakaki®' obtained a value

11+ 1 eV from analysis of electron heating in GaAs heterojunctions.

The low-mobility samples in Fig. 3 have an increasing mobility
with increasing temperature. This effect has a much simpler origin than
the screening effect discussed above for silicon inversion layers. It
is thought to arise simply from the averaging over energies in the

expression for the scattering time

fik(E) E ( ~dfo/dE) dE
o= 2 . (12)
fo E ( -df,/dE) AE

that enters in the conductivity. This leads to a temperature dependence

given, to second order in kgT/Eg, by

r(M/7(0) = 1+ 12/6) b (© + = ) (kgT/Ep)? (13)
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Fig. 3. Electron mobility versus temperature in a series of GaAs-
Al,Ga,_yAs heterojunctions. Note especially the change of the
initial slope from positive to negative as the sample guality

improves. (After the Ph. D. thesis of B. J. F. Lin, Ref. 492)
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for a degenerate electron distribution if the scattering time varies
as the p'th power of electron energy and if the Coulomb scattering, here
assumed temperature independent, is much stronger than the phonon
scattering, as will be the case in low-mobility samples. Similar con-
clusions were obtained by Paalanen et al.,*’ by Lin et al.,“g and by
Stern and Das Sarma.?? While the observed behavior agrees approximately
with theoretical expectations, the initial temperature dependence 1n
the low-mobility samples is approximately linear rather than guadratic

as would be expected from eg. (13).

Hirakawa and Sakaki®? have given a detailed account of electron
mobility in Al,Ga,_y As/GaAs heterojunctions and have compared theory and
experiment for both the temperature dependence and the carrier concen-
tration dependence of mobility. Electron mobility in guantum wells has
been studied both experimentally and theoretically by Guillemot et
al.” for temperatures up to 77 K. They invoke interface scatterers
with densities of order 1-3 x 10'° cm™ at the inverted interface of the

quantum well, where GaAs is grown onto Al,Ga,_yAs, to explain their data.

At very low temperatures, in the so-called Bloch-Grineisen range,
the acoustic phonon scattering rate changes because of degeneracy com-

55 The magnitude of the deformation

bined with energy conservation.
potential scattering rate is reduced and its temperature dependence
changes from T to T’ (the exponent is 5, rather than 7, for piezoe-
lectric scattering). This effect is probably masked by other effects
in the mobility but it influences the inelastic phonon scattering rate,

and therefore electron heating effects, at very low temperatures.“'56

Optical phonon scattering

At temperatures in the liquid nitrogen range and above, scattering
by optical phonons plays an increasingly important role in limiting the
carrier mobility, especially in GaAs, where the polar character leads
to a strong electron-phonon interaction. Both for silicon inversion
layers and for GaAs heterostructures, the analysis of optical phonon
scattering is complicated because at the elevated temperatures where
this scattering is important one must generally include more than one
subband. Thus the results require not only a careful treatment of the
scattering processes, but also an accurate knowledge of subband ener-
gies and wave functions. Ando et al.'® reviewed optical phonon scat-

tering in silicon inversion layers, where more work is needed.

A number of authors have treated the electron mobility in GaAs
heterostructures at elevated temperaitures. Perhaps coincidentally, the
values are similar to those obtained in bulk GaAs. Theoretical treat-

41,45 57

ments ha.e been given by Price, Ridley,”? and Walukiewicz et al

For experimental results see, for example, the papers of Hirakawa and



Sakaki®? and Mendez.>® Perhaps there is a better chance to compare theory
and experiment for GaAs than for Si, because of the simpler conduction
band structure in GaAs and because it may be possible to study struc-
tures-~such as thin quartum wells--in which one subband dominates the
conductance even at the temperatures where optical phonon scattering
becomes important. Here too, however, the contribution of other bands
and subbands may need to be considered at temperatures near and above
room temperature. Optical phonons play a major role in the energy loss

of hot carriers, a subject not considered here.

Hole mobility; Minority carrier mobility

Although it has been shown that holes in GaAs-based heterostruc-
tures can have mobilities as high as 3.8 x 10° cm®/Vs at low tempera-
tures,59 the literature on hole mobility is sparse. Walukiewicz®® has

given a theoretical treatment, and Mendez®® has reviewed the literature

as of a year ago.

In bipolar trarsistors, one of the important parameters is the
mobility of minority carriers in the base region. When a current 1is
flowing, the drift velocities of minority and majority carriers are
oppositely directed, and one expects scattering to have a noticeable
effect on the minority carriers,®' especially minority electrons in GaAs
because they have a smaller effective mass than do the holes. Hopfel
et al.®? measured spatially resolved luminescence excilted by short
pulses of light to infer a negative mobility for minority electrons 1in

GaAs quantum wells at low temperatures and low electric fields.

WARM AND HOT CARRIERS

In this section experimental and theoretical work on carriers
excited above ambient temperature by applied electric fields is very

briefly noted. Related work 1s covered in other lectures.

When an electric field is applied to a device carrying a current,
the carriers derive power from the field. 1In the usual treatment of
ohmic transport, one assumes that lnelastic processes remove this power
from the carrier system and transfer it to the lattice, which is assumed
to remain in equilibrium. There is an implicit assumption of a large
reservoir which can exchange energy with the electronic system without
itself being driven out of equilibrium. At sufficiently large applied
fields, which at low temperatures can mean surprisingly small values,
this assumption fails and the energy applied to the electronic system
cannot be removed fast enough, and the carriers get warm or hot. This
is a subject widely studied in threec dimensions, and now 1ncreasingly
studied in heterostructures. For an account of recent work, see for

63

example the review article by Hess, the book edited by Reggiani, ' and
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the papers in the Proceedings of the Fourth International Conference

on Hot Electrons in Semiconductors, published in 1985 in Volume 134 B+C

of Physica.

One of the most important properties of hot carriers is the
Because a number of

dependence of carrier velocity on electric field.
the result can depend on the particular

dynamic processes are involved,
experimental configuration and on the time scale of the measurement,
particularly at high fields where intersubband and intervalley proc-

esses are involved. Figure 4, from the werk of Masselink et al.,®®

shows the electron drift velocity in a GaAs-based heterojunction versus

the electric field at 77 K and 300 K, as determined from magnetoresis-
These results, although

tance measurements in a Corbino-like geometry.
indicate the qualitative behavior found

subject to some uncertainty,
at low and intermediate electric fields.
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Fig. 4.

a Corbino-like geometry.

When enough power is supplied to the carriers to lead to a hot
carrier distribution (T, above ~50K), it is transferred from the
electrons to the lattice primarily via excitation of optical modes,
which then decay into other lattice modes of lower phonon energy.
the energy is supplied rapidly enough, the optical modes may themselves
be driven out of equilibrium and one speaks of hot phonon effects, which
have been discussed in the context of two-dimensional systems by

Price.®® These effects arise primarily in the context of picosecond-

pulse optical excitation.




DEVICE SIMULATION

One of the most important applications of transport physics 1is in
the design, implementation, and use of device simulation programs. They
range from relatively modest programs that explain the characteristics
of a relatively simple device to very large engineering programs which
can run to tens of thousands of lines of code, require many man-years
to write and maintain, and often have numerous generations of successive
refinement and improvement. Many such codes are developed by companies
in the semiconductor industry and are proprietary, but others are
developed at universities or other research centers, and are in the
public domain. Among the more widely known programs are PISCES,
developed at Stanford University, and MINIMOS, developed at the Tech-

nical University of Vienna.

Most of the large device simulation programs use the so-called
drift-diffusion approximation to transport: they solve Poisson's
equation and the equations for electron and hole current, but make no
provision for changing electron temperature through the device. How-
ever, they can deal with complex device configurations involving mul-
tiple contacts as well as nonuniform impurity concentrations such as
those that might result from diffusions or implantations. Solutions
are generally obtained in two space dimensions but extensions to three
space dimensions are becoming feasible. The calculations can require
substantial computer resources, both memory and computing time, and are
used in device design. Because of the simplicity of the underlying
physics, these programs are often calibrated to the device or device
family being studied, generally by supplying them with empirical
expressions for the carrier mobilities as functions of electric field,
impurity concentration, etc., and for the parameters describing carrier
recombination and--if very high fields are involved--carrier multipli-

cation.

An interesting question that arises in the drift-diffusion
equation is how to include carrier heating effects in the mobility that
enters in these equations: Does it depend on the local electric field?
On the gradient of the local guasi-Fermi level? This question has a
history that goes back at least 20 years and has recently been revisited

by Higman and Hess.®’

The device equations are solv:d numerically on a grid taylored
(either manually or automatically) to the needs of the device being
considered, with grid points close together where guantities of inter-
est are varying rapidly and farther apart where the variation 1is grad-
ual. Both finite difference and finite element methods are widely used.
Even a simple device may have three unknowns (electrostatic potential,
electron density, and hole density) at each of, say, 1000 grid points

for a two-dimensional mesh, giving 3000 unknowns in all. There are at
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least two general approaches 1n solving these equations. One approach
tackles the full set of 3000 simultaneous equations at once. The other
freezes the values of two of the unknowns, soives for the third unkown
at each grid point, and then iterates through the remaining sets of
equations until covergence is obtained--which is not always assured.
The problems, both in generating the mesh and in solving the equations,

become more difficult for three-dimensional device models.

A description of this field beyond the cursory description given
here is outside the scope of the present lectures. Interested readers
can consult, for example, the book by Selberherr®® or the Proceedings
of the biennial NASECODE conferences®® for entry into the literature

of this important application of transport physics.

Because of the severe physical approximations underlying the
drift-diffusion equations, there has been considerable effort to find
practical alternatives for situations where those approximations fail.
Examples of such cases are: devices in which some electrons get very
hot and can be transferred over potential barriers to other parts of
the device (where they can be trapped and can produce gradual deteri-
oration of device properties); very short devices, where electrons do
not have many collisions during their transit through the active part
of the device; and many GaAs-based devices, whose band structure leads

to tunneling and other effects not dealt with by the simple models.

There have been two main routes for coping with these more com-
plicated situations. One, sometimes called the "hydrodynamic" method
or the higher moments method, introduces an additional moment of the

velocity from the Boltzmann equation to capture additional information

about the carriers. For information about this method, consult, for
example, the papers of Blotekjaer,7‘J Cook and Frey,71 and Rudan and
odeh.’?

A more powerful method, increasingly used in recent years, 1s to
solve the full Boltzmann equation by the Monte Carlo method, which
follows a single carrier or an ensemble of carriers through a series
of ballistic flights interrupted by collisions, all chosen in a sta-
tistical way to simulate the system being studied. This method, which
can in principle approach the solution of the Boltzmann equation arbi-
trarily closely if enough steps are taken, requires substantial com-
puter time and requires special techniques to deal with the relatively
few very hot electrons that are often of special interest. Descriptions

73

of Monte Carlo methods have been given by Price’’ and by Jacoboni and

Reggiani.7“

Monte Carlo methods have been widely applied to calculate electron

motion in two-dimensional systems, and in recent years have included

the subband structure connected with carrier confinement. An example




of such work is the paper of Yokoyama and Hess,75

who found the guantum
level structure of a GaAs-Al,Ga,_yAs heterojunction at 77 K and 300 K,
evaluated matrix elements needed for transport calculations, and then
carried out a Monte Carlo calculation of the response of the system
versus time and under steady-state conditions. Perhaps surprisingly,
the velocity~field characteristics in the heterojunction, illustrated
in Fig. 5, are quite similar to those found for bulk Gaas by Ruch and

Fawcett.’®
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Fig. 5. Calculated steady-state electron velocity and populations of
subbands and of the L valley in a GaAs - Al,Ga,_,As heterojunc-
tion at 77 K and 300 K versus electric field. The dot-dash
curve is the corresponding velocity curve for bulk GaAs, from
the work of Ruch and Fawcett, Ref. 76. (After Yokoyama and
Hess, Ref. 75)

An application of the Monte Carlo method to a perhaps less well-
known system is the work of Fischetti et al.’’ on hot electron motion

in $10,.

.

A number of authors have attompted to combine features of Monte
Carlo calculations with those of the more traditional simulation
schemes, using each method for the part of the problem for which it

offers particular advantages. Nguyen et al.’®

use a regional approach:
they physically partition the device and use different methods in dif-

ferent regions.
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This very brief discussion of device simulation has been included
to call attention to a field that is increasingly active--partly because
of the many new device configurations being designed and built and
partly because the availability of rapidly growing computer resources
makes it possible to attempt simulations of devices and phencmena that
were heretofore out of reach--but usually does not come to the attention

of physicists.

COHERENCE EFFECTS

The conventional theory of transport in semiconductors assumes
that there are many scatterers within an appropriate physical region,
and that one need only specify their average density. The theory takes
an average over an ensemble of the positions of the scatterers, and it
is presumed that all real samples with the same density of scatterers
will give the same physical response. At some size scale, however, such
averaging is no longer valid and the measured response will depend on
the details of the arrangement of scatterers in a particular sample.
This size scale, sometimes called mesoscopic, has received increased

attention in recent years.

In this section, I will give a few examples and a small number of
references. The literature is already vast and the subject might be
considered outside the scope of conventional semiconductor transport.
Nevertheless, the experimental and theoretical results obtained in the
last ten years clearly show the limits of conventional tranport theory.
As devices continue to shrink in size and as the possibility of device
operation at lower temperatures grows, it is important to recognize the
influence of phenomena, such as "universal” conductance fluctuations
and Aharonov-Bohm'? effect, which I have grouped under the heading

"coherence effects."

Scattering events that change the direction of current flow need
not necessarily destroy the coherence of the electron wave function.
There are several length scales affecting loss of coherence, but the
principal one is the distance a carrier diffuses between phase~breaking
collisions. In the simplest case, these are inelastic collisions
assocliated with phonon scattering or carrier-carrier scattering, and
the relevant length scale in transport processes is the inelastic dif-
fusion length

R

L’)r\=(DTln)1 ) (1a)

Samples smaller than this in one or more dimensions have reduced
dimensionality in a transport sense.®” Since the inelastic scattering
time generally increases at low temperatures, the inelastic diffusion

length can be of order microns or larger, and many samples exhibit
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Fig. 6. Magnetic field dependence of resistance in a metal ring (upper
curve}), and its power spectrum versus reciprocal field (lower
curve). The large peak at 130 T' is the Aharonov-Bohm oscil-
lation. (After Webk et al., Ref. 81)

consequences of reduced dimensionality at sufficiently low temper-

atures.

Two consequences of gquantum coherence have recently received con-
siderable experimental and theoretical attention. The first deals with
the oscillations of conductance--most pronounced in rings whose width
is small compared to their diameter--as the magnetic field perpendic-
ular to the plane of the ring is varied. The periodic variation of
resistance illustrated in Fig. 6 is associated with a change in the
phase of electronic wave functions proportional to the flux inside the
ring, and would be present even in cases where there is no magnetic
field acting on the electrons themselves, according to the theory of
Aharonov and Bohm.’? The effect was found first in metal rings®' but
is expected in semiconducting rings as well. In high-mobility hetero-
structures, where even the elastic mean free path can become comparable

to the sample size, the effect can be even more pronounced.82

The second class of effects resulting from coherent scattering is
the variation in conductance observed in high-resistance samples as
some control parameter, such as the gate voltage in a gated device, is
changed to change the scattering path seen by electrons near the Fermi
level. Three kinds of effects have been observed: so-called "uni-
83-88

versal" conductance fluctuations in quasi-metallic samples, whose

variation is of order e®/h provided the sample is long compared to the
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elastic mean free path but not long compared to the inelastic diffusion
length; large fluctuations in the conductance or resistance at low
temperatures for samples in the "hopping conduction” regime;ag'g’ and
occasional large resistance fluctuations at very low temperatures that
are attributed to resonant tunneling.®?:%3 Although detailed studies of
these fluctuations have been carried out only in the last few years,
there has been evidence of structure in the conductance of two-dimen-

sional devices for more than 20 years.?

This is only a glimpse of the physics of coherent transport in
small devices. Extensive experimental and theoretical work has been
done in the United States, the Soviet Union, Israel, and elsewhere, with
a rapid series of advances that are beyond the scope of these lectures
but represent a fine example of the interaction of experiment and theory
in unraveling a series of puzzles. The subject has recently been
reviewed by Washburn and Webb,?® and continues to develop. The impor-
tance of including the effects of contact leads in the analysis of

experiments has been emphasized by Biittiker.%®

Other considerations, which could perhaps be subsumed under the
name quantum transport, also influence the analysis of the properties
of small structures and are expected to play an increasing role in the
physics of small devices. They are beyond the scope of these lectures.

One aspect of this subject has been examined by Mahan.®’

I am indebted to Michael Artaki, Markus Battiker, Carlo Jacobkoni,
Steve Laux, Barry Lin, Ted Masselink, and Sean Washburn for providing
figures and references and for helpful comments and suggestions and to

Peter Price for a critical reading of the manuscript.
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PHYSICS OF RESONANT TUNNELING IN SEMICONDUCTORS

E. E. Mendez

IBM Thomas J. Watson Research Center
Yorktown Heights, New York 10598, U.S.A.

INTRODUCTION

The concept of tunneling through a potential barrier lies at the
core of guantum mechanics, and 1its experimental observation is a
manifestation of the wave-like behavior of matter. Since the early
days of quantum mechanics, tunneling models have been used to explain
fundamental experiments such as the ionization of hydrogen by an
electric field and the emission of alpha particles by heavy nuclei.
The idea of tunneling was also incorporated very soon into solid-state
physics, and, thus, was used in 1928 by Fowler and Nordheim to de-
scribe field emission from metals, and by Zener in 1934 to account

for internal field emission 1n semiconductors.

Closer to us in time, Esaki's diode relies on the concept of
tunneling, and so does Glaever's work in metal-insulator-metal junc-
tions. For their work, they shared the 1973 Nobel prize in physics
with Josephson, who predicted phase coherence between two supercon-
ductors separated by a thin tunnel barrier. Last year, inventions
based on tunneling were recognized again, with the award of the Nobel
prize for the electron microscope (Ruska) and the scanning tunneling

microscope (Binnig and Rohrer).

The subject of tunneling in solids has been thoroughly reviewed
by Duke'. In his 1969 book he stated: "A new type of quantum size
effect can occur in metal-insulator-metal-insulator-metal junctions
when the 1ntermediate metal becomes atomically thin... (Similar ef-
fects) would be predicted if the intermediate 'metal' were a semi-

conductor or semimetal. These effects ... have not been observed.”
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This "new quantum-size effect" -resonant tunneling- was indeed first

observed in 1974 by Chang, Esaki, and Tsu?, in a double-barrier
semiconductor heterostructure, and is the main subject of this set

of lectures.

I review first those aspects of the physics of tunneling through
a single potential barrier that are relevant to resonant tunneling.
Then, I use a matrix-transfer formalism to deal with the transmission
probability through a potential configuration of arbitrary shape, and
apply it to a few simple cases. The concept of resonant tunneling
follows naturally from the formalism, and it is then applied to rec-
tangular double-barriers under an electric field. The time involved
in the resonant tunneling process 1s discussed in detail, in the WKB
approximation, as well as the accumulation of charge that takes place

between the barriers.

! The second part of the lectures is devoted to some topics of

. current interest in resonant tunneling in semiconductors. 1 review
resonant tunneling via Landau levels, when a strong magnetic field
is applied parallel to the tunnel current, 1 consider the existence
of confined states in the potential barrier, through which resonant
tunneling can proceed, and I examine the question of which barrier
controls tunneling when dealing with an indirect-gap semiconductor.
As a final point, I contrast resonant tunneling with seqguential
tunneling, both of which can give rise to negative-resistance ef-

fects.

TUNNELING CURRENT

When talking about electronic tunneling in a semiconductor
heterojunction the first question that arises is: what is the physical
origin of the barrier potential? The electrons in both materials move
in a screened potential due to the ion cores, while interacting with
each other via the Coulomb force. The Hamiltonian of the system is
complicated, and therefore it is frequently simplified by using one-
electron states that take into account the periodic component of the
electron-ion potential. The charge distribution near the junction 1is
introduced as a slowly-varying potential determined by Poisson's

equation.
In what follows we will make further simplifications:
1. The wavefunctions are expanded in terms of a single band on either

sidc of the junction.
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2. Schrodinger's equation is separated into two components, parallel

and perpendicular to the junction plane.

3. The eigenstates of interest have energies sufficiently near those
of critical points in the energy band structure on both sides of

the i1nterface. ,

4., The total energy, E, and the momentum parallel to the interface,

ky , are conserved (specular tunneling).

v(z) v(z)
1 2
E

—
L Cd
zy z
(o) (b)

Fig. 1. (a) Electronic potential energy at an interface between two

materials. The motion of an electron in material 1 is re-
stricted along the z direction because of a potential barrier
at the junction.

(b} Generic potential profile for a heterostructure of three
materials, in which material 2 secrves as a potential barrier
to electronic motion along the z direction. As the thickness
of the barrier 1s finite, there is a non-zero prosability

that an electron with energy E can tunnel through it.

Since there is no electrostatic potential parallel to the
interface, we need to consider only a one-dimensional Schrodinger
equation. In this limit (free-electron approximation), the problem
is reduced to solving a one-dimensional Schrédingor's cquation of the

form,

h2 d2 \Y E |y 0 1
- > :;;;+ (z) - vp(2) = [ 11

V(z) 1s the electrostatic potential necar the interface, and ¥, is an
envelope function subject, at any interface (see Fig.tla}), to the

following boundary conditions that guarantee current conservation:

Yp(z7) = ¢pzh) 121
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Very frequently, the interest resides in calculating the
tunneling current through a potential barrier of finite width and
arbitrary shape, like the one shown in Fig.1b. It is easy to demon-

strate that the current per unit area, J, can be written as

e 2 OE
J= ak,a%k, f(E)T(E )( ) (4]
i f 2= =\ 9k,

where f(E) is the Fermi-Dirac distribution, and T(E,) is the tunneling

probability, defined as the ratio between the incident and transmit-

ted probability currents.

If an external bias V 1s applied to the barrier, the net current
flowing through it is the difference between the current from left
to right and that from right to left. Thus,

J=—= dezdzk,[f(E) - £(E + eV) IT(E,) {51

4o

obtained after taking into account energy conservation and after

substracting {7} from {6},

Ipp = — fdgzdzk,fL(E)U ~ fR(E)|T(E,) [6]
4’k

Jrp = 493ﬁ dezdzk,U - £L(B) JER(EIT(E,) (7]
m

Further physical insight can be obtained by considering the
zero-temperature limit, and realizing that in the free-electron ap-

proximation it is

dzk,=£hmd}3u (81

After some simple algebra the tunneling current can be written as,

e Ep —eV Ep .
J = 3 er dEZT(EZ) + f dEZ(EF‘ —EZ)T(EZ) if eV < Ep
2n°h 0 Ep —eV (9]
em Ep - .
J= 2 fn dE,(Ep —E,)T(E,) if eV Ep
LM =

Equation [9] can be readily evaluated as long as the tunneling proba-

bility through the barrier is known.




TUNNELING PROBABILITY

The tunneling probability is determined by solving Schrodinger
equation. Unfortunately, analytical solutions can be obtained only
for a few barrier profiles. The simplest one is the rectangular bar-
rier (Fig.2a), that appears in almost every textbook in quantum
mechanics?, and which can serve as a first approximation to the po-
tential profile of a thin, undoped, semiconductor, clad between thick

layers of a heavily-doped semiconductor of larger energy gap.

1 2 3
VO
0 eV,
<«<—d—> \L

(2) (b) (<)

Fig. 2. Rectangular-potential model, (a), used to describe the effect
of an insulator, 2, between two metals, 1 and 3. When a
negative bias is applied to 1, electrons, with energies up
to the Fermi energy Er, can tunnel through the barrier. For
small voltages, (b), the barrier becomes trapezoidal, but
at high bias (c), it becomes triangular. In this case, we

talk of Fowler-Nordheim tunneling.

In the presence of an external voltage V, between the doped re-
gions (acting as electrodes), the karrier becomes trapezoidal
(Fig.2b), and even triangular, if the bias exceeds the barrier height
V, (Fig.2c). 1In this last case the effective width of the barrier
decreases linearly with V, and we normally refer to this situation
as Fowler-Nordheim tunneling. As in the case of the rectangular
barrier, in regions 1 and 3 the solution of [1] is expressed in terms
of plane waves. In region 2, ¢, can be written as a linear combination
of the Airy functions, Ai(z) and Bi(z). By imposing the boundary
conditions {2] and [3] at the two interfaces, the relative amplitudes
of the incident and transmitted waves are determined, from which a

transmission probability follows®.
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Figure 3a shows the current-voltage (I-V) characteristics for a

rectangular barrier 0.2V high and 100A wide, assuming T=0K, and a

Fermi energy for the electrodes of 54 meV. The electron mass in the

barrier was taken to be 0.2m, (m, is the free-electron mass). At the

Fig.

3.

LOG CURRENT DENSITY (A/cm?2)
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(a) (b

(a)Tunneling current through a rectangular barrier like the

one of Fig.2a, as a function of bias. The thickness of the
barrier 1is 100&, its width 0.2eV, and the electronic effec-
tive mass in the barrier is 0.2m,. The electron mass at the
metals is varied between 0.02m, and 0.2m.. The temperature
is taken to be 0K, and the Fermi energy is 0.054¢V. For
voltages larger than the barrier height the current shows
oscillations due to constructive interference of the inci-
dent and reflected wavefunctions in the insulator-metal
interface (junction 2-3 in Fig.2b).

(b)Comparison of an exact calculation of the tunneling
probability through a potential barrier under an external
bias, with an approximate result obtained using the WKB
method. The barrier parameters are the same as in (a), and

the energy of an incident electron, of mass 0.2m,, is 0.05cV.

electrodes, various mass values were used, between 0.2m and 0.02m .

In addition to an expected drastic increase of the current with in-

creasing bias, oscillatory structurc is observed at ~0.3V and ~0.5V.
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These features reflect an enhanced tunneling probability for
certain voltages and are a consequence of constructive interference
of the incident and reflected waves in region 2. As can be seen in
Fig.3a, the oscillations are must pronounced when the difference be-
tween the electronic mass at the barrier and at the electrodes is the
largest. This interference phenomenon is frequently called resonant
Fowler-Nordheim tunneling and has becen observed in metal-oxide-
semiconductor heterostructures® and in GaAs-Ga,_,Al,As-GaAs

capacitors®.

THE WKB METHOD

In many cases of interest Eq.{1] cannot be solved analitically.
Although, nowadays, computers make it easy to obtain numerical sol-
utions, physical insight 1s gained frequently by using approximation
methods that yield expressions for the tunneling probability. The
most widely used is the Wentzel-Kramers-Brillouin (WKB) semiclassical
approximation. Its applicability is limited to those situations in
which the change of potential enerqy within a de Broglie wavelength
is small compared with the kinetic energy. The method, explained in
detail in many guantum-mechanics books®, can be applied to the pene-~
tration through a barrier, provided that the energy of the particle
is small compared to the height of the barrier. Although the ap-
proximation is not strictly valid for those points in which the
kinetic energy 1is zero (turning points), formulas can be derived
connecting a region where E >V with another one where E<V. After
some algebra’, it is possible to arrive to the following expression
for the tunneling probability through a potential barrier like the

one in Fig.lb:

b
-2 K(zidz

a

T~ exp ] 101

where

k(z)z‘/——z—g‘«[V(z)—E| {111
#

This expression is easily applied to the case of Fowler-Nordheim
tunneling (Fig.2c), for which we obtain
1

T(E)~ exp —%(ﬂ) L v, -2 1121
JE:

N oV

It 1s instructive to compare this approximate result with the

exact result for a trapezoidal barrier, as done in Fiyg.3bh. We seo
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that the WKB method gives a reasonable agreement with an exact cal-
culation, except for the oscillatory behavior observable in the lat-
ter. As we have discussed above, this results from interference
between the forward and reflected wave inside the barrier. As the
WKB approximation is a semiclassical one, in which the reflections

at the interfaces are absent, those resonant effects are missing.

THE TRANSFER-MATRIX METHOD

As we know, when the potential V(z) is constant in a given region

the general solution of Eg.[1] has the form

velz) = A expl ikz] + Bexp[ -ikz] (13]
with
2),2
ik
5—=E~V [14]

When E-V >0, k is real and the wave functions are plane waves. When
E-V <0, k is imaginary and the wave functions are growing and decaying
waves. Thus, the overall wavefunction for a step profile like the
one in Fig.1 has a plane-wave form for z,<0 and is an exponentially-
decaying wave when z,>0. The boundary conditions [2]) and [3] determine
the coefficients A and B, that can be described by a 2 x 2 matrix R,

such that
A A
"} -r 2 [15]
By B,

where R is

N 1 (kim, + k,m;) expl ik, — kz,] (kym, — k,my) expl —i(k, + ky)z, ]
2k m;, (kym, — komy) explitk, + ky)z, | (kimy + komy) expl —itk; ~ kyzy]
[16]
This method has been used by Kane’ for the case of more than one
interface, assuming that the mass of the particle is constant. In

general, 1if the potential profile consists of n regions, character-
ized by the potential values V, and the masses m, (i=1,2,...n), sep-

arated by n-1 interfaces at positions z, (i=1...n-'), then

A A,
(B:) =(R1R2...Rn_1)(Bn) (171

R; | = J—4-~Eiifk~ exp| i(k -k,)z [18a]
i 11— 2 2km, . Pl 1(K; 41 1 )]

The elements of R, are




k;,m
1 i+ .
) = LU .S . — 18
R1|12 ( 2 2kimy 4 ) exp[ Hiae +k1)ZlJ L1801
k m;
1 1410 .
) = - - ; k 18
Rl|21 ( 2 2kimg 4 ) exp[1(k1+1+ l)ZlJ (18c]
ki, m
1 14180 .
. = —_— ——— - - 18
Rll22 ( 2 + 2k;m; 4 )expl M kl)zl] 1184l

If an electron is incident from the left (region 1) only a transmitted
wave will appear in region n, and therefore B,=0. The transmission
probability current is then given by

kom, |A,l?

Te——=2" -8 {19]
kpm, 1A1|2

This method yields an analytical expression’ for the tunneling
probability through a double-barrier profile like the one shown on
Fig.4a (inset). Under certain conditions, a particle incident on the
left can appear on the right without attenuation. This situation,
called resonant tunneling, corresponds to a constructive interference
between the two plane waves coexisting in the region between the
barriers (guantum well). From this point of view this phenomenon is
similar to resonant Fowler-Nordheim tunneling. As we will see later,
there is a basic difference, however, resulting from charge accumu-

lation in the case of resonant tunneling.

The tunneling probability through such a profile for a particle
of mass 0.067m, is illustrated on Fig.4a. The height of the barriers
was taken to be 0.3 eV, their widths were 50A and their separation
was 60A. As observed in the figure, for certain energies below the
barrier height the particle can tunnel unattenuated. These energies
correspond precisely to the eigen-energies of the guantum well; this
is understandable, since the solutions of Schrodinger's equation for
the isolated well are standing waves. We note 1in Fig.4a that for
incident energies above the barrier, the transmission probability
reaches one only for certain values, when interference is construc-
tive. These "quasi-levels" above the barrier are frequently called
virtual or resonant levels and resemble the Fowler-Nordheim case

discussed before.

When the widths of the two barriers are different, the tunneling
probability -although showing maxima for incident energies corre-
sponding to the bound and virtual states~ does not recach unity. As

pointed out by Ricco and Azbel¥, this fact may be relevant in the case
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of double-barrier heterostructures that are symmetric in the absence

of any external field, since under bias the symmetry is destroyed.

Fig.

T 1 T T T LI
ol .
| o
@ “f 1 &
« <
g | 1 8
I3 13
e _.l o
(L o
z z
S 3 b 3
z z
Zz -8 E . %
= | ! i -
(4] Q
9 _B L} - 3
Eo
_’o S e 1 H _— _a _— L . ) P N | lzl L
[} 0.2 0.4 0.8 0.05 0.10 0.5 0.20 025 0.30
ENERGY (V) ENERGY (eV)
(a) (b)

4. (a) Probability of tunneling through a double rectangular
barrier as a function of energy. The heights of the barriers
are 0.3eV, their widths 50A, and their separation is 60A.
The mass of the particle is taken to be 0.1m. 1n the barrier
and 0.067m, outside of it. The sharp peaks in the trans-
mission probability, below 0.3eV, correspond to resonant
tunneling through the quasi-bound states in the quantum well
formed between the barriers. Broader transmission maxima,
above 0.3eV, are associated with tunneling via virtual states
in the well.

(b)Tunneling probability through a double-barrier structurce,
subject to an electric field of 1x10° V/cm. The width of the
left barrier is 50A, while that of the right barrier is
varied between 50A and 100A. The peak at ~ 0.16 eV corre-
sponds to resonant tunneling through the first excited state,
E,, of the gquantum well. The optimum transmission 1s ob-
tained when the width of the right barvier is ~75A, because
then the degree of "effective barricr symmetry” for tunneling
1s maximum,

Although the transfer-matrix method was developed for rectangalar

barriers’, it can be gencralized to profiles of arbitrary shape, by
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dividing it into steps of infinitesimal width. This procedure 1is
illustrated on Fig.5a for the case of a barrier of height V, under a
bias V. The exact tunneling probability as a function of incident
energy is shown on Fig.5b, along with approximate results obtained
by dividing the actual profile into either two or five steps. As 1is
apparent, the method converges quite rapidly to the exact result and,
thus, for five steps it is almost undistinguishable from an exact

treatment.
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Fig. 5. (a)Rectanygular potential barrier of hcight V. under an applied
bias V (continuous line) and its succesive approximations
by either two- or five-step barriers.

(b) Comparison of the exact tunneling probability versus in-
cident energy through the barrier of (a), with approximate
results obtained by the transfer-matrix method (sco text),
for either two- or five-step barriers. The ecffective mass

of the particle is 0.2m 1n the barrier, and 0.067m outside,

This method can be used to calculate the tunncling probability
through a double-barrier potential like the one of Fig.d4a (1insct),
when a finite bias is applied to 1t. The result, for a seclected ranue
of energics, is shown on Fig.4b, for an electric field of 100V om.
The tunneling probability pcaks at 0,158eV, corresponding to the E.
resonance. In contrast with the zero-fiecld case (rectangular symmet-
rical barricrs) the probability docs not reach one, because of the

asymmetry introduced by the electrice fiecld. The thickness of the
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second barrier can be varied to optimize tunneling, as illustrated
on Fig.4b, where we show results for barriers ranging from S0A to
100A. Although an optimum value is achieved for an ~75A width, the

maximum is still below unity.

TRANSIT TIME

We have seen that the tunneling probability through a double-
barrier structure is maximum whenever the energy of the incident
particle coincides with an eigenenergy of the quantum-mechanical
system. When the barriers are infinitely wide those eigenenergies
correspond to the bound states of the gquantum well. For finite-width
barriers we can only speak of quasi-bound states, since a particle
localized in the well at t=0 can tunnel out of it. The lifetime as-
sociated with any of these states is related to the tunneling proba-
bility near resonance, and, by the uncertainty principle, to the

energy width of the resonance.

We can visualize the resonant tunneling process starting with a
wavepacket incident on the left of a barrier structure like the one
on Fig.4a. (inset). If the packet's energy distribution 1s peaked
at one of the eigenenergies, the waves are trapped in the well, re-
flecting back and forth between the barriers in such a phase as to
continually reinforce themselves, and leaking out very slowly. Thus,
resonant tunneling is a slow process. The time + it takes for a
particle to leak out of the well can be estimated qualitatively from
the tunneling probability and the number of times the particle hits

the barrier per second. Then,

VR

=y () [20]
It can be shown that this expression indeed corresponds to the life-
time of the state, in the WKB approximation’, with T(E) given by
[10]. It follows also from the definition of r and of the width of
the resonance AE, that 7AE =k, which, in agreement with uncertainty's
principle, means that to make a quasi-bound state, we must use a wave
packet of width AE~#/r.

Let us estimate this transit time for a specific case. Consider
two rectangular barriers 0.3eV high and 30A wide, separated from each
other by SOA. For a particle of mass 0.067m,, the first resonance
occurs when its energy is 0.08%eV; the transit time in the WKB ap-

proximation is, using {20], 5.6 x 10-"* sec. A better estimate can be
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obtained from the width of the transmission probability near reso-
nance, which, when calculated exactly, yields 2.6 x 10~ sec. Becausc
of the exponential nature of the tunneling probability off resonance,
a small change of the barrier width affects drastically the transit
time. For example, increasing the width from 30A to S0A increases
the lifetime in the well by an order of magnitude. Similar increases
take place with either larger barrier heights or heavier tunneling

masses.

Although the WKB method gives a longer time than the exact result,
the order of magnitude of both is the same, confirming the suitability
of that approximation to estimate relevant quantities involved in
tunneling. This conclusion is in sharp contrast to a recent work” that
dismisses the WKB approximation as inappropriate for estimation of

tunneling times.

CHARGE ACCUMULATION

The process of resonant tunneling requires a wave-function
build-up in the well, which for charged particles leads to an accu-

mulation of electric charge. The charge density 1s given by
0=1J [21]

where J 1is the tunneling current density. Although r may vary by
several orders of magnitude for different barrier parameters (width,
height, and effective mass), the values of Q are quite insensitive
to them, since the variations of 7 are compensated by an opposite

change of the tunneling current.

Before giving an estimate of the charge accumulated in the well
let us calculate the current density under some simplifying assump-
tions. We consider T=0K and voltages such that eV>E., so that we can
use [9]. We write the tunneling probability T(E) near resonance as,

T
T(E) = 0 [22]

) E - (B, —eV) \?2
* AE

where T, is of the order of unity and Vv is the voltage applied to the

center of the quantum well relative to the left electrode. E. is the
energy of the quantum state in the well, which we assume to remain
unchanged after the application of the bias (except for the raigid

shift included in [22]). If we now use the definition of the & function

1

T . 2 (a3t
T+ nx - arx

Bx-a)=1lim 2

Nex g
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we lmmedlately get

I~ —‘3“‘—3% ToEp ~E, +cV) 1 < E, ~eV € E, 2aal
2nh
J=0 clsowhere [ 24b)

We sce that in this simple model the current has a voltage
threshold and then increases linecariy with bias, reaching a maximum
when E =eV, that is, when the bias 1s such that the quantum state
coincides with the bottom of the conduction band of the lceft

electrode. The peak value 1s

cvonsegquently, the charge accumalation in the well 1noreases with
voltaye, and rcaches a maximum valae of

Upx™ =2 BT b2c]
2ef

which, as anticipated, is i1ndepondent of any structural paramctors.
Since T, is approxlmately one at resonance, the above eoxpression tolls
us that the maximum charge accamialated in the well 1s of the order
of the two-dimensional (21 density of states times the Fevml onorygy.
This result 1s in ayrcement with the charge stored 1n g 2D system

filled up to an cnerygy Be.

RESONANT TUNNEL N IN SEMICONDCT R HETEROSTRDCTURES

Up to now we have been discussing the phienomena of romneling and
resonant tunneling in general terms, withoiut specifying any matrorial
structures where those processes can take place. In the remainder,
we will focus on semiconductor heterostractiares made out of two moa-
terials that have a significant discontinuity (e.g. larger than

(. 1ev} between thoir conduction-band edges.  Althoauh the oxamp les

ve will use refer to ITI-V compounds —1n particular to a. s
(0gx<1) = the concepts are Juite goneral and an principle arve ogaally

applicable to other material systems.

Let us consider an undoped Gag o Al As=5aas=na Al A
heterostructure, where the typical width of the individanal Tavers 1=
1n the range 2OA-1T00A, clad between thick Tayoers of n'=gans. A s loe
of the potential enoryy along the divecton perpendionl e to the ma-

terial interfaces, sketched on Firagoe, shess that G ATGAR et
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momentum parallel to the intertface would not be conserved, and the
current drops drastically. At very high bias, one of the barricrs
effectively disappears and the current increases again by Fowler-

Nordheilm tunneling through the other.

The first observation of resonant tunneling was done by Chang,
Esaki, and Tsu, in 1974, on heterostructures grown by molecular beam
epitaxy?. Their I-V characteristics showed peaks at voltages near
the gquasibound states of the potential well, although the current did
not decrease to values near zero. Since then, the quality of
epitaxial layers made by this tcechnique (and more recently also by
metalorganic chemical vapor deposition) has i1mproved dramatically and
the peak-to-valley ratios of the I-V characteristics have increased
by an order of magnitude'™. It is the intrinsic negative resistance
associated with resonant tunneling that has drawn interest for this
kind of heterostructures as possible high-frequency devices, some of

which are discussed elsewhere in this Course.

The number of negative-resistance features on the I-V charac-—
teristics depends only on the width L of the quantum well, as i1llus-
trated on Fig.7. The figure shows the characteristics of three
heterostructures whose barriers are in all cases 100A thick, but the
width of the well, ranges from 40A to 60A. The uppermost curve re-
flects the existence of only one quasi-bound state in the 40A well,
while the lowest one proves the existence of two localized states for
60A. From the voltage at which the neyative resistance occurs it
is in principle possible to find cut the ecnergy of the gquantum states
E, and E,, and, consequently, to get information on effective masses

and barrier heights.

If the two barriers are identical, the energy of a guantum state
is, to very first approximation, half of the total veltage at which
its resonance occurs. In practice, the situation is much more com-
plicated, sincce part of the applicd valtage drops at the electrodes
{that have either accumulation or depletion regions) and since charyge
may be trapped in the barriecrs, that distorts the potential profile.
Moreover, the charge accumulation in the well that accompanios roso-
nant tunneling produces an additional, and significant, deviation of
the ideal linear profile. imly when all these factors are taken into
account it is possible to calculate realistie current-voltage char-

acteristics that agree quantitatively with experimental rosults’

Although so far, most of the work on resonant tanneling bas
comcentrated on olectrons, holes have also been found to tanned

resonant Iy oan day, (Al As-GaAs-ta. Al as, condwiched betweoen

o




p*-electrodes’?. The reported I-V characteristics show at moderate

temperature (T<250K) a set of negative-resistance features associated

with resonant tunneling of light holes. The resonant contribution of

the heavy holes is much smaller, because of the narrower resonance

in T(E)

(see Eq.[25]). so that their presence can only be detected at

low temperature, once the thermionic current disappeared.

Fig.
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Experimental current-voltage characteristics for three
double-barrier Ga, g,Al, . As-GaAs-Ga, Al s.AS
heterostructures that differ only on the width, L, of the
guantum well, ranging from 40A to 60A. The width of the
barriers was in all cases 100A. For a 40A well only the
ground state is bound, while for 60A two levels are confined
in the well, as illustrated by the presence of either one
of two negative-resistance features in the I-V character-
istics. The characteristic for the 50A well is intermediate
between the other two, with the excited state marginally

bound under an external bias.

In addition to resonances associated to quasi-bound states, the

I-V characteristics of heterostructures like the ones of Fig.7 might

have,

at high bias, features indicative of resonant tunneling throuaagh

virtual states above the barriers. As we will discass later, hagh-

cnergy states have been observed but i1ts origin has been attrabmted

to a different potential profile’ . imly very recently, anambiagino s




observation of virtual states has been claimed, in In, .,Ga, ,-As-InP

double-barrier structures'™.

RESONANT TUNNELING VIA LANDAU LEVELS

As discussed above, resonant tunneling occurs in double-barrier
structures whenever the enerygy of a guasi-bound state of the quantum
well is between the Fermil level and the conduction-band edge of the
electrode that supplies the electrons. The width of the resulting
triangular I-V characteristic is, therefore, of the order of the Fermi
energy. This 1s a consequence of the constant density of states in
the well, parallel to the interfaces. The prescence of a strong mag-
netic field parallel to the tunneling direction has a deep effect on
that density of states and consequently on the resonant tunneling

process.

The magnetic field guantizes the electronic motion perpendicular

to the tunneling direction, in both the electrodes and the guantum
well. Their ecnergy spectra are then given by
1 -
En= (N + o) he, (271
where N (N=0,1,2,...) 1is called the Landau-level index, and fie 1s
the cyclotron cneryy («.=eB/m), which in principle can be different

for the various layers. The situation 1s illustrated on Fig.#, where
we sKetch the dispersion relation of the left electrode and, for
representative voltages, the one-dimensional density of states in the

well.

The conservation of momentum parallel to the interface regquires,
in the presence of a magnetic field, the conscrvation of level index
N. 1In other words, electrons that in the clectrode are in the 1-th
level, can tunnel only through the 1-th level i1n the well. The
threshold voltage for resonant tunneling becomes now

"
hu
e | 2]

eViy < B~ By 4 —5

where " is the cyclotron fregquency 1n the well.
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Fig. 8. Dispersion of the electrode subbands in the presence of a
magnetic field in the z direction, and density of states of
the gquantum well for representative voltages, for a
heterostructure like those of Fig.7. (1) corresponds to V=0;
(1i) to the case when resonant tunneling via Landau levels
occurs, and (i1i) to larger voltages, when momentum consey-

vation prohibits tunneling. (After Ref. 15.)

Beyond the threshold voltage the current increases fast ini-
tially, but, since the one-dimensional density of states is sharply
peaked, a higher voltage does not increase further the current, which
remains constant until the state peaked at N=1 coincides with the
electrode Fermi energy. Then, morc electrons can tunnel via this new
state and the current increases again. The process continues until
ultimately the Landau levels in the well pass through the band-edge
of the electrode and tunneling cannot be sustained. When the cffec-
tive electron mass at the electrode 1s the same as in the well, the
shift of the N=0 level with magnetic field is the same on both re-
gions, and the voltage for negative resistance is independent of
field. However, when the masscs are different, this voltage shifts
by an amount #(w?’ - »}")/2 , where «! is the cyclotron frequency in the

electrode.

Ideally, the tunneling current in a strong magnetic field should
be characterized by a series of stecp rises followed by platcaus, and
a final sharp drop to zero. In practice, these features are expecteod
to be smoothed by Landau-level broadeninyg that results from scatter-

1iny, thickness fluctuations, ctc. In Fig.9 we show experimental
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values of the conductance for a GaAlAs-GaAs-GaAlAs heterostructure
at various magnetic fields'™. The zero-field curve reflects the
quasi-triangular shape of the I-V characteristic. When the field
increases beyond ~3T, oscillations are apparent at voltages below the
negative-~conductance region. At higher fields, their amplitudes in-
crease and they shift to higher bias until they merge with the prin-
cipal minimum, whose position remains unchanged. Finally, at fields
above 20T all the oscillations have disappeared and the only signif-

icant effect is a change of the lineshape relative to the zero-field
conductance.
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Fig. 9. Conductance vs total voltage applied for a 100A-40A-100A
Gag ¢oBly spAs-GaAs-Gay guAl, 40AS heterostructure, for various
magnetic fields. The voltage drop between an electrode and
the center of the guantum well is half of the total voltage.
The traces shown were taken at 0.55K. (After Ref. 15.)

Fig. 10. Position of the negative conductance minimum {(open circles)
in Fig.9, and of the field-induced minima (closed circles)
as a function of magnetic field. The quantum index N of
each series is included. The voltages plotted correspond
to half of the total voltage between the two electrodes.
The solid lines correspond to a least squares fit to
Eqg.[29] in the text. (After Ref. '5.)

For a given magnetic field, the onsct of cach oscillation cor-

responds to the alignment of a Landaia level in the well with the
electrode Fermi encrgy. The conductance dips represent regions be-
tween Landau levels, where the one-dimensional density of states as
minimal. Thus, we see on Fig.® that at 147 the conductance almost

178




reaches zero at ~0.2V, as qualitatively predicted above. However,
at lower fields the dips are smaller because of lcovel broade»ing.
The fact that the position of the negative-conductance minimum docs
not change significantly up to the highest field indicates that the
2D and 3D effective masses are the same. Indeed, we can determinc
directly the 2D mass from an analysis of the voltage of the oscil-
lation, as in Fig.10. The minima, represented by circles, lic on
straight lines, each of them corresponding to a given magnetic level.

From a fit of the data to the expression

eVnin = Eg = Ep + (N + 1) A", N=O,1,2, . . . [ 29]

we get directly the effective mass and the Fermi encrgy ¢t the
electrode, since E, is known from the voltage of negative-conductance.
For the example of Fig.9 a value m=(0.063+0.002)m, was obtained, 1in
good agreement with the effective mass of bulk GaAs, 0.067m,. Thc
small discrepancy may be due, as pointed by oldman et al.'™, to the
fact that in the analysis of Fig.10 the voltage drop in the clectrodes
was ignored. Although we have discussed only the conductance oscil-
lations as a function of bias for a fixed magnetic field, similar

effects are obtained keeping the voltage fixed and sweeping the field.

Magnetotunneling experiments have also been done for holes;
however, no conductance oscillations were observed, even up to 22T.
The only noticeable effects were shifts of the negative-conductance
structures, suggesting drastic differences in the 2D and 3D effective
masses. Since both light and heavy holes contribute to resonant
tunneling at low temperature, a change of their character during tne

tunneling process may be responsible for the shifts observed.

TUNNELING THROUGH INDIRECT-GAP BARRIERS

Until now we have assumed that the total wavefunctions can be
expanded 1n terms of a single band on cither side of a heterojunction,
and that the eigenstates of interest have energles closce to the same
critical point in the energy-band structure on both sides of the
interface. 1In particular, for the examples discussed above we have
been referring to states near the I’ point, in both GaAs and
Ga_,Al As. While this assumption may be correct for small x, when
other critical points in the conduction band have much larger encrgy
than I', for x <0.40 it may fai1l since then the onergy of the X point
E, 15 comparable in energy to that of I, E;. For x<0.45 Ey<E/ and

Gay Al As becomes an indirect-bandgap semiconductor.
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The question that arises then, 1s the followlng: A I electron
that encounters a potential barrier whose minimum height 1s deter-
mined by the X point (above which is '), what barrier does it "feel",
the X or the I' barrier? The situation 1s sketched on Fig.11 for a
double-barrier heterostructure but the guestion 1s equally mcaningful
for a single barrier. This problem has been considered experimentally
by doing tunneling measurements on Ga. ,.Al [ As-GaAs-Ga. . Al ,As
structures subject to hydrostatic pressare’ . At atmospheric, or low,
pressure the X point of Ga,. Al ,As 1s higher in cnerygy than the cor-
responding I' point. However, at a critical pressure p., that depends
on x, a X-I' crossover occurs and at even higher pressure Ga, Al As

becomes an indirect-gap material. For ca , Al | As P 15 ~ Skbar.

r r
X X
e ——— ——_— = - — —
E
—>
Eo — |
r r
—> 2
Fig. 11. Potential profile for a CGaso AlAs-taas-tan Al A

heterostructure for x such that Gas_ AT AS s an andivect -y
material. The direct-indirect transition takes place at
atmospheric pressure for x~ (.45, For a glven X (X<i.45:,
the transition can be induced Ly applying hydrostratio
pressure to the heterostracture.  The offcct of ITxbar of
pressure on the relative motion of the 1 and N points 1s

roughly ecquivalent to an increase of x by o,

Figure 12 shows the logarithm of the tanneling carrvont Yor a aiven
voltage, as a function of external pressuare. At low pressire the
current increases slowly with p, bLut above ~dkbar the =lopce vs mach
larger. Since the pressure coefficient of the I harricy 1=
~ImeV/kbar and that of the X barricr 15 ~12me/ kbar, the data of
F1g.12 show that above the critical pressure the X borrict ontrals
tunneling. For the structures of Pig.12, with laver thicknesses o
1UUA—nHA—1HHA, at 0,55V there s cffocrively only one barrier Do

b
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electronic motion, and tunneling through 1t takes place an the

Fowler-Nordheim regime.

h Using Eq.[12] we easily obtain
Lo .
AUnD) e MmO T i
dp V 2 dp 2 dys

where the mass is in units of the freo~clectron mass, the offectiy
height of the barrier Vi is in eV, its width d is 1n angstroms, and
the voltage drop accross it is in volts. From Eqg.|30) and the data

of Fig.12 we obtailn the offective mass for tunneling, for pressures
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Fig. 12. Tunneling current vs hydrostar e prossare, at censtant Py,
for the same heterostracture as in Fig.®. oo EESTIN RN
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above 4kbar. The deduced value, m ~0.18, 1s significantly larger than
the effective mass at the I' point, but is in reasonable agreement with
the mass value at X. This confirms once more that tunneling procceds

through the lowest potential barrier.

Those pressure experiments have also provided information about
another important question: What potential profile determines the
energy of the guantum state E,? Below the critical pressure a profile
derived fully from the I' point seems appropriate, but the situation
may be entirely different at higher pressures, when a considerable

amount of hand mixing may occur.

The pressure dependence of the voltage at which resonant
tunneling through E, is maximum is plotted on Fig.13, for the same
heterostructure described above. This voltage decreases monotonically
with pressure, but, in contrast to the results of Fig.12, no change
in slope is observed above 4kbar, implying that the guantum-state
energies are determined by a profile that preserves symmetry, in this

case that of TI.

RESONANT TUNNELING VIA X-POINT STATES

In the previous section we have considered the effect in the
tunneling probability of the Ga, Al As X point, once it becomes the
bottom of the conduction band. However, nothing was said of the po-
sition of the X point in GaAs, except that is significantly higher
than I'. A sketch of the X~-point energy as a function of distance,
shown in the inset of Fig.14 for the cxtreme case of AlAs-GaAs-AlAs,
reveals that in such a profile the roles of well and barrier are re-
versed relative to a I'-profile. At X the electronic states are lo-
calized in AlAs wells, and confined by GaAs barriers, as confirmed

by luminescence experiments'®,

Recently, it has been demonstrated that electrons that have a U
character in the GaAs electrode, can tunnel resonantly via X
states'’'”. The I-V characteristics seen on Fig.14 correspond to a
AlAs (50A)-GaAs (20A)-AlAs (S0A) heterostructure, in which the
ground-state of the system has an X character. The tunneling current
shows a weak feature at ~0.16V and then a plateau at ~0.34V, corre-
sponding to resonant tunneling via E¥ and E¥, which are degenerate
in the absence of an external bias. At very high blas, submerged in
a strong background of non-resonant tunneling current, there 1s a
faint structure (see Fig.14, inset (b)) associated with resonant

tunneling via the only gquasi-bound I stato.
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Tunneling current for a 50A-20A-50A AlAs-GaAs-AlAs struc-
ture, as a function of voltage. The X- and I'-profiles are
sketched in insert (a), with their lowest-energy guantum
states. The I-V characteristic shows features associated
with the first two X-profile states. At high bias, the
current (see insert (b)) exhibits a weak feature related

to resonant tunneling via the first I'-profile state. (After
Ref. 19.)

Potential profile {top) of a heterostructure grown along the
<100> direction, and the constant-energy surfaces (bottom)
relevant to tunneling through the X-point barrier. The
Fermi sphere of the GaAs electrode 1s at the T point. The
three ellipsoids represent constant-energy surfaces at the
equivalent X points of Ga,_,Al,As. Electrons from the
electrode can tunnel through Ga,_,Al,As via states near the
X point, conserving momentum parallel to the interfaces.
Specular tunneling occurs only via the ellipsoid along the
[100) direction; the effective mass for tunneling is then
of the order of m;. Inelastic tunneling takes place through
the other ellipsoids, with a lighter mass, ~0.2m,.

Since X is lower in energy for AlAs than for GaAs, it follows

that a single AlAs film between GaAs clectrodes could provide clec-

tronic confinement. The I-V characteristics of such heterolayers have

indeed shown features that can be interpreted as resonant tunneling.
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The results are not conclusive, however. As the clectrons collected
in the GaAs electrode have a I' character, one could think in terms
of a I'=X=I' profile, which might yive rise to resonant Fowler-Nordheim
tunneling, and to negative resistance. Although only the X-point
state would exist in the absence of an external clectric field, the
measurement of the current at a given bias cannot distinguish one

effect from the other.

One of the basic assumptions so far has been that both the total
cnergy and the momentum parallel to the interfaces arc conserved in
a tunneling process. Since I' 1s at the center of the Brilleuin zone
and X is at the ecdge, alony the (1nv1) direction, how valid 1s that
assumption in the case of X-point tunneling? The answer 1s that for
tunneling along the (001) axis -which 1s the case for all the examples
discussed here- parallel momentum can be conscrved even when going

from I' to X.

Figure 15 can help to clarify this point. The Fermi sphere of
the GaAs electrode is centered arcound the I' point, on the lower part
f the figurc. In GaAlAs there arce three ollipsoids, each centercd

around one of the three equivalent X points.  For two nf them

k, = k¢, which is much larger than the Fermi wavevector, X, , and
thercfore parallel momentum cannot be conscrved.,  n the otheor hand,
for the third ellipsoid, with its long axis along the tunneling di-
rection, k, can be smaller than k. , conserving momentum. It follows
also that the effective mass for tunneling via this ellipsoid 1s

heavy, of the order of the frece-clectron mass for Ga;_ Al As.

If the momentum conservation law 1s reclaxed because of clectronic
scattering (due to impurities, phonons, surface roughness, etco.!
then tunneling can procced via the other cllipsoids, through which
the tunnecling probabilily is much laryer because their cffective mass
along the tunneling direction is lighter, ~ ND.2m . The results men-
tioned above on the effect of pressure on the I-V characteristics with

indirect-gap barriers, yielding @ tunneling mass of 0.18m , 1ndicate

that indecd scattering processces arce dominant. A similar conclusion
can be drawn from the experiments of Hase ct al. ' and Solomon et
al.?'.

RESONANT TUNNELIN(G VERSUS SEQUENTIAL TUNNELING

The focus of these lectures has boeen resonant tmneling on
double-barrier semiconductor heterostractures, a phenomenon -—as e
have seen- that assumes phase coherence and leads to negative-

resistance effects that are measured expoerimentally . In real systoms
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scattering is unavoidable and therefore the question arises, up to

what polint is 1t valid to talk of resonant tunneling?

As shown by Stone and Lee?”, the cffect of lnelastic scattering
on tunneling resonances is to decrease the peak transmission. The
extreme case occurs when phase cohercnce 1s completely lost. Then
we should talk about seguential tunneling through the two barricrs,
rather than resonant tunneling. Luryl has lucidly discusscd this
point?‘, demonstrating that for necgative resistance to exist only a
quantum well is needed, and, therefore, the second barrier can be

infinitely wide-*.

The material parameter that determines which of the two mech-
anisms dominate is the barrier width. We have scen that resonant
tunneling implies charge accumulation in the well and a lony traversal
time 7. If this time is much shorter than the scattering time 1n theo
well, resonant tunneling may be dominant. In the opposite case,
tunneling is sequential. Since r increasces exponentlally with the
barrier width (sce egs. [12) and [20)) only for thin barriers we can
properly talk of resonant tunncling. Howover, the concepts 11lus-
trated in these lectures are equally applicable to both mechanisms.
The only basic difference between them 1s that the guantity T, 1n-
troduced in Eg.[22] to represent the tunncling probability ncar "res-
onance”, will be of the order of unity in one limit (resonant
tunneling) and of the order of the tunncling preobability through a

single barrier’  in the other (scyguential tunneling!.

Information about T, can be obtained from a comparison of the
measured current densities and those predicted theoretically. For
example, for the heterostructures described in kRef,17, with 100A
barriers and a 40A well, the current density at resonance is ~'o
A/cm®. Using a WKB expression (trapczoidal barvier) for the trans-
mission probability that enters in Eq.[20] the lifetime » 1s estimated
to be ~4 x 10-"s, and, therefore, the width of the resonance 1s
~2 x 10-7 e¥. The ideal current density for specular resonant
tunneling would then be (sce Ey.[210) J..~30A cm , which is much
laryer than the experimental value, indicating that, indeced, scat-
tering 1s very Important. This is understandable, since the cloctron
spends about 4 ns 1n the well before leaking out of 1t. o the othoer
hand, the scattering time of undo; od Gaas at T7K s at most s, and,
thus, an clectron suffers many collisions during the tanneling proc-
es5. For a purcely seguential tunncling ovent T owould bo oapproxa-
matcely the tunneling probability throagh a TO0A barrvior, ~3 x 1o
This value 1s an order of magnitide smaller than the ratio of oxper-

imental to theoretical current densities, and therefore sagdaests that
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tunneling is not fully sequential and that a small degree of coherence

' is preserved.

CONCLUSION

The main objective of these lc¢ctures has been to give a basic
understanding of the physical concepts involved in resonant tunneling
in semiconductors. Thus, the path has proceeded from the simplest
idea, of tunneling through a potential barrier, to complicated prc-
files that cannot be described 1in terms of a potential configuration
derived from a single critical point of the Brillouin zone. By going
from the simple to the complex, we have moved from areas that are
reasonably well understood to regions that are still under active
research. In the spirit of a tutorial lecture, the emphasis has been
more in choosing selective examples that illustrate a physical con-
cept, rather than in reviewing the specialized literature. However,

a certain blas in selecting those topics will not be denied.

A second goal has been to provide numerical methods to evaluate
tunneling probabilities and current densities, and to get simple an-
alytical expressions to estimate gquantities that can be measured 1in
the laboratory. By comparing different methods and approximations I
have tried to give a feeling for their usefulness and range of va-
lidity. Most of these tools are not original, and can be found
scattered in the literature in one way or another. But, if as Wigner
stated, "each generation of physicists has to rediscover guantum Me-
chanics by themselves”, I will be happy if I have saved somebody part

of the time I spent in "discovering" 1t myself.
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THERMODYNAMIC AND MAGNETO-OPTIC INVESTIGATIONS OF THE

LANDAU LEVEL DENSITY OF STATES FOR 2D ELECTRONS

E. Gornik

Institut fiir Experimentalphysik
University of Innsbruck
A-6020 Innsbruck, Austria

1. INTRODUCTION

In a 2-dimensional electron system (2DES) a magnetic field
perpendicular to the plane of electrical confinement leads to full
quantization of the electron motion. The energy spectrum consists of

sharp Landau levels (Ll) separated by the cyclotron energy hwc.

In a real system the LL are broadened due to scattering by
impurities, phonons or other scattering mechanisms. In the simplest
approximation the levels are described by a level width I'. In the case
of high magnetic fields, where ﬁwc >> I', real gaps appear between the
LL. This leads to an oscillatory structure of practically all physical

quantities as a function of the magnetic field.

The most fundamental quantity underlying all these physical
properties of the system is the form of the density of states D(E).
Experimental investigations on the D(E)} of 2D electrons in GaAs have
first been performed with thermodynamic techniques: From specific heat
measurements' a Gaussian density of state on a flat background was
determined. From the analysis of the magnetization® an increasing
Gaussian level width with magnetic field was found. Temperature
dependent resistivity’ measurements reveal also a magnetic field
dependent Gaussian density with a flat density of states between LL.

Similar results were obtained from capacitance experiments®.
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A complete theoretical description of D{(E) has not been performed

€ 17'%'? techniques have

until now. Diagrammatic5 as well as path integra
been used to calculate D(E). In the self-consistent Born
approximation®''® a semi-elliptic form of D(E) without background is
obtained. Using a path integral technique within lowest order cumulant
expansion Gerhardts® obtained a pure Gaussian D(E) for long range
potentials. Exact results have been obtained by Wegner8 and Brezin et

° for some restricted types of short range scattering distributions

al.
for the lowest LL. For a white noise potential a Gaussian D(E) is
obtained. A Poisson distribution of scatterers (with nonzero higher
order correlations) yields a peak density of states at the center of the
LL and a weakly decaying D(E) towards the next LL. In a very recent

1412 yntroduced a statistical model for a

paper Gudmunsson and Gerhardts
spatially inhomogeneous 2D-electron gas, which simulates the effect of
Poisson’s equation and some essential properties of self-consistent
screening. The model yields an effective background density of states

between LL with a few % of inhomogeneity.

It is the aim of this paper to give an overview of the present
understanding of the observed form of D(E). The results from
thermodynamic techniques will be critically compared with conductivity
and capacitance techniques. Additional information on D(E) is obtained

13 A correlation between the cyclotron

from cyclotron resonance studies
linewidth and the backgrond density of states is found. For integer
filling factors the linewidth is inversely proportional to the square
root of the zero field mobility. The LL density of states influences
also relaxation phenomena. From cyclotron resonance saturation
experiments an oscillation in the inter LL lifetime with filling factor

is found.

2. SPECIFIC HEAT

A direct method to determine D(E) is the measurement of the

electronic specific heat given by

d

au
Ce1 =GP =ar

I E D(E) f(E.E.) dE 1)
B J ) f(E.Ep)
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where f(E.EF) is the Fermi distribution function. An externally induced

temperature change leads to a reordering of the electrons. The heat
capacity is proportional to D(E) at the Fermi energy, sampling localized

and delocalized states.

specific heat in 2D systems was

The first calculation of the
They assumed a Gaussian density of

performed by Zawadzki and Lassnig'®.

_r2 2
X e E /2rG the magnetic field. Two
intra- and inter-Landau

states D(E) independent of

contributions to the specific heat are found:

level contributions. Results for a level width Ih = 0.25 meV are shown
lead to an

in Fig. 1 for two temperatures. The intra LL contributions

scillartory behavior with a vanishing specific heat at integer filling

factors. The filling factor is defined as v = ns-2wl2 (neglecting spin
splitting) with n_ the electron concentration and 1 = vhi/eB' the

cyclotron radius.

The inter-LL contributions appear as sharp spikes at the position
of integer v-values. These spikes are only present at low magnetic
fields and "high" temperatures where kT is comparable with the LL
splitting. At the lower temperature (dashed curve) the inter-LL peaks
have disappeared. The intra-LL contributions for a given filling factor
depend on kT/TG. A maximum is found for kT/I'G % 0.2, which means that
the specific heat is not sensitive to FG in this range.
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Fig. 1. Specific heat of 2D electrons versus magnetic field for two
14. Full curve: T = 6 K; dashed curve:

temperatures after Ref.
= 1/w-(eB/h).

T=1.1K, n =8.0x 10"'em™ 2, I'. = 0.25 meV, A
s G 1
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A heat pulse technique was applied to determine the electronic
specific heat: In this technique a short heat pulse heats the sample
adiabatically. The thermal time constant of the system has to be
considerably longer than the heating pulse. The thermal isolation was
achieved with thin 5 to 10 um diameter superconducting wires. The change
in sample temperature was measured with a Au:Ge film, a thin Ni-Cr film
served as a heater. A detailed description of the experimental set-up is

given in Ref.'®,

The experiments were performed on two different multilayer
materials. In this paper results on a sample consisting of 94 layers of
220 A GaAs and 500 A GaAlAs will be discussed. The mobility at 4.2 K was
80.000 cm®/Vs, and n = (7.7 + 0.3) x 10'*em™2, The total sample
thickness was 20 um.

Fig. 2 shows the observed temperature change expressed as curves AR
versus the magnetic field for three temperatures as obtained from
averaging over 10 runs. The applied heat pulse raised the sample
temperature by the values indicated as AT. The dashed curves ARF show
the backgrond dc-resistance variation of the detector film on an
extended scale. Oscillations of the sample temperature are clearly
observed. The temperature changes are most pronounced for integer
v-values which represent the number of fully occupied LL. The v-values
are determined from the oscillatory conductivity measured on the same

sample before being thinned down, shown as dotted curve pxy'

The size of the AR signal is proportional to the rise in sample
temperature. The data show that the sample temperature is higher for all
integer v-values at T =2 K and up to v = 4 for the higher temperature.
At lower fields (v > 4) peaks with opposite sign are observed for T =
4.2 and 5.0 K. From a qualitative comparison with the calculations we
can identify the behavior at higher fields as due to intra LL
contribution and the peaks at lower fields and higher temperature as due
to inter LL contribution (see Fig. 1).

From the experimental data the form of the density of states can be
determined by comparing the observed temperature change with
calculations of AT. The main influence on AT comes from the form of the
electronic specific heat Cel(T,B.T) which is calculated using different
types of model density of states. In Fig. 2 the T = 2 K data are
compared with a) a Gaussian density of states
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DL(E) = (me?)"* i(yw)” rg'explE -~ A_)/2rz)® (2)
and b) a Gaussian with background
Deg(E) = DEY(1 - x) + mz)“(m":) 8(E) ®3)

with An = hwc(n + 1/2) and x is the percentage of background states.
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Fig. 2. Temperature change measured with the Au:Ge film versus magnetic
field (curves AR). for a heat pulse rising the sample tempera-
ture by AT (ARF change in d.c. detector resistance). The
resistivity pxy is also plotted for T = 2 K. Theoretical
calculations for a pure Gaussian levelwidth (FG) and a Gaussian
with background (FGB) are also shown for 2 K.

Fig. 3. Comparison of calculated and experimental Ce for a sample with

1
94 layers (described in the text) vs. magnetic field at 4.2 X:
Curve 1: experiment; curve 2: FG = 0.6 meV-vB. x = 0.2;

curve 3: Tb =0.75 meV, x = 0; curve 4: FG = 1.5 meV, x = O.
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The levelwidth I is defined as total width at half maximum which
correlates to FG as: '=2.4x FG. The resulting temperature change
(including the behavior of the background) is shown in Fig. 2 by the
full (denoted GB) and dotted {denoted G) curves. It is clearly evident

that the curve GB fits the data considerably better than curve G. The
flat part of the AT curve at T = 2 K is the direct evidence for the
existence of a flat background density of states. The pure Gaussian
DG(E) results in a sharp spike-like change in AT even if we increase I'c
considerably. It has been shown previously, that a Lorentzian density of
states does not fit the data'.

The next question 1is whether I"G is constant with B or not. Other
experimental techniques give evidence for a magnetic field dependent

level width®'®'*. The influence of different level widths on C,, is

1
shown in Fig. 3. The experimental result (curve 1 for T = 4.2 K) is

compared first with a magnetic field independent Gaussian width I‘G =

0.75 meV (curve 3) and [ = 1.5 meV (curve 4). It is evident that inter
LL peaks are very sensitive to I‘G. while intra LL peaks at high field
are not. As a consequence the data are consistent with a magnetic field

dependent FG. The best linewidth fit to the data is achieved at B 2 T

where inter LL contributions are dominant, giving FG = 0.75 meV. A good
fit over the whole magnetic field range can be achieved with rGB = 0.6

meV x VB (B in T) and a background of x = 0.2 (curve 2). The VB
dependence was taken as used in Ref. /2/. If we try to fit the sample
with 172 double layers described in Ref. /1/ with a magnetic field
dependent width we obtain T = 0.9 meV x vB'and x = 0.30.

Summarizing the specific heat data we can state that there is clear
evidence for a Gaussian density of states at the positions of the LL,
sitting on a flat background. The analysis of the experiments is
consistent with a VB dependent Gaussian width. However, due to the

rather weak sensitivity of Ce to I', at higher magnetic fields, this

1 G
result relies more on other experimental techniques.

3. MAGNETIZATION

Another  thermodynamic technique to determine D(E) is the
measurement of the magnetization of the 2D electron gas. The

magnetization is given by
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with

n Ep - kBT T D(E) In(1 + e (B~ Ep)/KgTy g (4)

where F 1is the free energy. At absolute zero, both the Fermi level and
the magnetization exhibit a saw-tooth oscillation periodic in the
inverse field, with discontinuities at integer filling factors. The
magnetization oscillations are of constant amplitude Mo = nsAuﬁ. where A
is the sample area and uﬁ the effective Bohr magneton. The first
calculation of M for a Gaussian density of states was performed by
Zawadzki and Lassnig'®. A comparison of the calculated shape of the
magnetization oscillation with the behavior of the Fermi level for a
mulcilayer sample (sample with 172 double layers) is shown in Fig. 4 for
a pure Gaussian FG and a Gaussian including background ch level width.
It is clearly evident that a pure Gaussian level width will always show
a steplike behavior at high magnetic fields. The main effect of the
background is to flatten the steps. With increasing level width the

amplitudes of the oscillations are strongly reduced.
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Fig. 4. Normalized calculated magnetization M/Mo and Fermi level for a
sample with 172 double layers of GaAs (200 A) and GaAlAs (200 A)
with n_ = 6 x 10 tem™ 2, y o = 40 000 cm®/Vs vs. magnetic field
at 1.5 K. Full curve: I', = 1.04 meV, x = 0.25; dashed curve:

G
FG =1.04 meV, x = 0.
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Successful measurements of the magnetization were performed by
Eisenstein et al.?. An extremely sensitive capacitive technique was
developed to measure the torque of the sample due to the change in the
magnetic moment'”. In this paper we only will discuss the results: Fig.
5 shows the maximum amplitudes of the de- Haas-van—-Alphen oscillations
normalized by the ideal amplitude Mo versus magnetic field. The solid
lines represent calculations with a magnetic field independent Gaussian
DG(E) with FG = 1 meV and 2 meV. The data are plotted for two samples: A
GaAs/GaAlAs wultilayer (50 periods. p, o = 8.0 x 10%cm®/Vs, n =54x
10'*cm™?) and a single layer heterostructure (g o = 285 x 10%cm®/Vs
and n_ = 2.7 x 10''em™2?). It is evident that a constant Tc cannot
account for the observed behavior. The best fit for the multilayer
sample is obtained with TG = 1 meV+vB(T) shown as dashed curve. No

background density of states is assumed.

The data can also be fitted with a reduced ch = 0.8 meV-VﬁfTs and
a background density of x = 20 % shown as curve denoted ch' The fit is
quite good up to 4 T but deviates for higher fields. The single
heterolayer sample has a somewhat smaller width. The data are fitted
with x = 10 ¥ and ch = 0.65°V§?T3. However, the fit with background is
not as good as without background. Unfortunately the method has only
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MAGNETIC FIELD (T)
Fig. 5. Normalized dHvA oscillation amplitude vs. magnetic field after
Ref. 2; multilayer: full circles, single layer: square. The

curves are calculated with FG—values indicated and TCB =
= 0.8 meV-\/ﬁiT , x =0.2.

196




been applied in a rather narrow magnetic field range. It should also be
noted that this technique is most sensitive when the LL filling is of

integer values. Under this condition the maxima in amplitude appear.

4. MAGNETOCAPACITANCE

The capacitance of a metal-insulator-semiconductor structure
depends on the thickness of the insulator, on the density of states in
the semiconductor and on material parameters. Capacitance measurements
seem to be a straight-forward method to obtain direct information on
D(E). A variation of the magnetic field results in oscillations of the
magnetocapacitance measurements which directly reflect changes in D(E).
In a first attempt Smith et al.'® tried to deduce D(E) from
magnetocapacitance measurements in GaAs/GaAlAs heterostructures. They
analysed mainly the minima of the oscillations at 1.3 K; however, the
method failed for fields higher 1.6 T due to strong contributions of
non—-capacitive signals. Recently Mosser et al.* have investigated the
magnetocapacitance in the same system up to fields of 8 T analysing only

the maxima, thus extracting informaton on D(E) for half filled LL.

Fig. © shows the capacitance data at different temperatures (full
curves) for a sample with n_ = 2.25 x 10"'em™® and p = 220.000 cm®/Vs.
Strong oscillations are clearly observed with minima at integer filling
factors. From a critical analysis of the experimental situation only the
maxima of the capacitance can be used to determine D{E)., since only for
half filled LL the capacitance is well defined and the signal remains

mainly capacitive.

The experimental results are comparred with calculations using a
Gaussian density of states with background DGB(E). The fit shown in Fig.
6 assumes FG = 0.3 x VETTT meV and x = 0.13 (corresponding to
D(background) = 3.9 x 10%cm™?meV™". At all investigated temperatures the
calculated maxima are in good agreement with the data for fields up to
5 T. However, the fit is not as good for a filling factor of v = 1. The
analysis of a sample with nearly the same density and a mobility of up =
800.000 cm’/Vs yields a Gaussian width of FG = 0.25 x vﬁ??? meV and a
reduced background of x = 0.07. It 1is stated in the paper‘ that a
constant background is even not necessary to fit the data. The obtained
Gaussian width FG on the other hand does not seem to depend critically

on the mobility. The result of the capacitive technique is a weakly
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mobility dependent FG for half filled LL.

Most recently the capacitive technique was also applied to
GaAs-heterostructures by Hickmott et al.' and Smith et al.?°. An

oscillating density of states is revealed with residual density between

LL. Even an indication for density of states oscillations in the

fractional Quantum Hall situation is found. However, in the case of

integer filling factors, the data have to be treated with care since the
signal is not purely capacitive.

5. TEMPERATURE DEPENDENCE OF Py

For a 2D electron system the resistivity Py exhibits strong

oscillation with magnetic field (Shubnikov-de Haas oscillation). Minima
of Py OCCUT at integer filling factors which are strongly temperature

dependent. As the Fermi level moves towards the center of a LL ,the

temperature dependence of Pix becomes weaker. The analysis of this
effect was used by Weiss et al.?' to determine
between LL:

the density of states

- = — =FfN

Experiment

Capacitance Signal CIB)-Co

B/ Tesla

Fig. 6. Measured magnetocapacitance of a sample with n_= 2.25 x 10 tem™2

and p = 220 000 cm®/Vs. The fit was performed with a
4.2K

Gaussian width FG = 0.3-VB(T)meV and x = 0.13 (after Ref. 4).
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The analysis assumes that nearly all states are localized except
states in the center of LL. An example of the temperature dependence of
Pyx for different magnetic fields is shown in Fig. 7. By fitting the
activated behavior of Pyx the density of states for integer filling

factors is determined according to
Proc * Po(T) 2 exp(~(E, ~ E)/T) (5)

where po(T) is a temperature dependent prefactor. A Gaussian density of
states with background DGB is included in the calculation of the
Fermi-level: n_ = IDbB(E)f(E.EF)dE. In addition the level width I, is
assumed to be VB dependent. The main result of this technique is a quite
accurate determination of the background density of states, which varies
significantly with sample mobility. The Gaussian width FG is rather
weakly sample dependent which might be due to the assumption of a very

narrow range of extended states in the center of LL.

6. DENSITY OF STATES FROM RADIATIVE RECOMBINATION SPECTRA

Very recently a new technique to measure directly the 2D~density of
states was reported by Kukushkin and Timofeev 2%. It is shown that
radiative spectra due to the recombination of 2D-electrons with holes at
acceptor levels in Si(100) MOS structures reveal directly D(E). The
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Fig. 7. Temperature dependence of the resistivity Pyy VETSUS inverse
temperature at different magnetic fields close to a filling
factor v = 2 (after Ref. 19).
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recombination is indirect in Si and thus its probability is not energy
dependent. Since the recombination process is a free electron to bound

acceptor transition, the resolution is determined by the rather narrow

acceptor width of 0.6 meV.

An example of observed spectra is shown in Fig. 8 for O T and 7T.
The LL structure with a strong overlap is observed. In the zero field
case the constant D(E) 1is clearly demonstrated. The insert shows the
principle of the emission process. The advantage of this technique is
that all fully and partly occupied LL are observed at the same time.
Thus a narrowing of the LL width for half filled LL is seen together
with quite broad completely filled levels. Maxima appear when the LL are
filled and minima for partly filled levels. The oscillation of I with
the filling factor is thus unambiguously demonstrated in this paper?Z.

This technique has up to now only been applied to Si. The basic behavior
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Fig. 8. The inset is a band diagram of the recombination of 2D electrons
with injected holes. The intense line in the emission spectrum
(BE), with a peak at hw = 1.0928 eV corresponds to a volume
emission of excitons bound by Boron atoms. Spectrum 1 is the
long-wave tail of line BE, magnified by a factor of 50 with
n_ = 0. Curves 2 and 3 show the emission spectra of 2D electrons
found for T = 1.6 K. n_ = 2.7 x 10'%2e¢m™2 and B = O (spectrum 2)
or B=7T (spectrum 3).

Fig. 9. Summary of determined background density of states in % of the
B = 0 density. (@) from temperature dependent P’ (O0) from

specific heat; (4 ) from magnetization.
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of T that maxima appear when the LL are filled and minima for partly
filled levels is expected to be the same in Si and GaAs. However, the
scattering mechanisms are quite different since Si is covered with an
amorphous oxide while the GaAs structures are made by molecular beam
epitaxy. A summary of the determined background values from the
activated resistivity measurements together with the results from
specific heat and magnetization is given in Fig. 9. The x-values are
calculated from Ref. 21 by the ratio of the midpoint density to the
density at B = O given by D(E)B=O = 28 x 10%°cm™?meV™". The results from
all three techniques are in good agreement. It is evident that the
background density of states increases very steeply for very low
mobility samples while it decreases slowly for high mobilities. A hint
for the origin of the background is given through the analysis of an
electron irradiated sample®' with a mobility of 14 000 cm2/Vs showing
that 50 % of all the states were contained within the background
density. Annealing of the sample results in a significant reduction of
the background and an increase in mobility. A direct correlation between
the created point defects through electron irradiation and the

background is not possible since the mobility change is even larger.

An analysis of the temperature dependence of P and p for
integer filling factors was performed by Pudalov and Semenchinsky?? in
Si-MOSFETs. A considerable amount of density of states assigned to
localized state was found in the gap between LL giving also a similar

density of state as found in GaAs.

From the results of the various techniques we can conclude that
there exist Gaussian peaks sitting on a flat background density of
states. However, the width of the Gaussian peaks cannot be extracted
from the Py data to the same accuracy as the background. The specific
heat data give quite accurate values for FC only at low magnetic fields
while the magnetization data rather at higher fields. Therefore there is
still need for additional techniques to get information about the width
of the Gaussian peaks. In addition, it should be mentioned that the Pix
and specific heat data give accurate information only for integer
filling factors. About the form of D(E) for half filled levels we have
little information. The magnetization is sensitive rather for a
non—-integer filling factor. This gives a hint for a dependence of the
background density on filling factor since the magnetization data can be
fitted better without background.
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7. CYCLOTRON RESONANCE SPECTROSCOPY
‘

In cyclotron resonance (CR) the observed linewidth of the
transmission spectrum is determined by the broadening of both the
initial and final LL. The linewidth contains information on the
individual level width I' but not in a trivial way. In the techniques
described in the previous chapters the pure LL width was extracted from
experiments which were not influenced by scattering processes or
transitions between different LL; in the analysis the level width was

always assumed to be the same for all LL.

While there is consistent information on the background, the value
of the Gaussian width Th and its dependence on the zero field mobility
has not been derived yet in a satisfactory way. One technique which
should give information on changes of FG is the analysis of the CR
linewidth. It is clear that this method will only give good values of Tb
after a careful theoretical fit of the data. However, tendencies of FG
as a function of certain external parameters for a situation where no
significant physical quantity changes can be determined.

"1% jnvestigations have

Previous experimental®*"2?7 and theoretical®
revealed a filling factor dependent CR linewidth due to screening.
Maxima of the linewidth occur at integer values of the filling factor
and minima in between. In the following two experimental techniques will
be described which give information on the form of D(E): First results
from cyclotron emission - the inverse effect of CR absorption -
performed on several GaAs/GaAlAs heterojunction samples will be shown.
These data will mainly depend on D(E) in the upperexcited level. Second
results from CR-transmission experiments will be analysed for a filling

factor of v = 2 and correlated to the zero magnetic field mobility.
7.1. Cyclotron emission

Cyclotron emission is generated by heating up the electron gas by
electric field pulses. As a result a nonequilibrium carrier distribution
with average carrier temperatures above the lattice temperature is
obtained. Radiative transitions between neighbouring LL in the vicinity
of the Fermi level occur. The emitted radiation is measured and analysed
with a narrow-band and magnetic field tunable GaAs detector'?'Z®. The
detector has a narrowband peak sensitivity at 4.4 meV (35cm") at B = 0.
In the magnetic field this line splits into 3 narrow lines (resolution
0.25 cm™').

202




The emission technique is applied to several GaAs/GaAlAs
heterostructures. Figures 10a - 10c show emission spectra as obtained
with a GaAs-photoconductive detector at B = 0. In the experiment the
emission signal is monitored as a function of the 2DEG magnetic field
for various electric fields. The most prominent feature is that the
emission spectra differ considerably from the transmission spectra,

obtained on identical samplesza.

This effect is extremely pronounced for sample 1 (Fig. 10a, sample data
given in figure captions): For very low electric fields the emission
spectrum consists of a broad 1lin2, which is well below the bulk
cyclotron position (corresponding to a higher energy). With increasing
electric field which is equivalent to increasing the carrier temperature
this peak becomes smaller and a line at the position of the transmission
resonance grows until it dominates the spectrum at high fields. The
dashed line separates the pure CR-line from the "other” structure. The
2D character of the structure was tested by tilting the magnetic field.
For sample 2 (Fig. 10b) the peak at lower magnetic field is not that
strong. Sample 2 has a higher mobility and a narrower linewidth. A
shoulder on the low magnetic field side in the emission spectrum has
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Fig. 10: Cyclotron emission signal detected with a GaAs detector at O T
(see Fig. 10) as a function of magnetic field for

sample 1 (n_ = 4.6 x 10''em™2, p = 1.3 x 10%cm®/Vs) at 4.2 K
sample 2 (n = 2.6 x 10**em™2, p = 2.4 x 10°cm®/Vs) at 4.2 K
sample 3 (n_ = 2.2 x 10'*em™2, p = 5.0 x 10%cm>/Vs) at 4.2 K.
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been found in all investigated samples. A correlation of the emission
data with the d.c. mobility is found. The higher the mobility the less
pronounced the additional peak becomes (Fig. 10a). This feature is not
restricted to the 3 T magnetic field range. We have found this behavior
in the whole investigated magnetic field ranges up to 8 T.

As the additional peak is only observed in emission it must be
correlated to the special excitation technique used: The electric field
excites carriers to the next higher LL. The carriers first thermalize
within the upper LL and occupy only states at the lower edge. If
localized states exist below the edge, the electrons will get trapped in
these states. As the number of excited electrons is very small at low
electric fields, the recombination radiation will mainly be due to
transitions out of these localized states. The emission frequency will
be shifted to higher energy due to the binding potential similar to the
bulk case, where a so called impurity shifted CR line is observed. With

increasing electric field the binding potentials are washed out and the

pure CR line from extended states is observed.

The integral emission intensity of the additional structure
decreases linearly with increasing mobility. That means that the
impurities which are responsible for the mobility also influence the
emission signal. This conclusion can be drawn since the normalized

cyclotron emission signal (main peak) is practically independent of the

sample properties if plotted versus the input power per electron

(P, = euE?).

The spectral analysis 1is performed with a GaAs-detector in a
magnetic field of 3.0 T. Fig. 11 shows emission spectra of sample 1 and
2 (same as in Fig. 10) as a function of the sample magnetic field. The
spectra consist of a main CR line and a shoulder on the lower magnetic
field side for all three frequencies. For comparison an emission
spectrum from a high purity bulk GaAs sample is also shown indicating a
"pure” single CR-spectrum and no evidence for impurity related emission.

The number of donors in the bulk sample is 8 x 10'%cm™>.

2D samples with
mobilities higher 2 x 10°cm®/Vs also show single line spectra indicating
impurity levels comparable with the bulk sample. From this comparison
and a calculation of the total impurity related emission intensity we
estimate a number of several 10% impurities per cm™? for the highest
mobility sample. Samples with a mobility around 4 x 10%cm®/Vs have 10°
impurities close to the 2D gas which are responsible for the observed

impurity line.
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Fig. 11. Emission spectra as obtained from a GaAs detector at 3.0 T

’

first line at 32.5 cm™ !, second at 43.5 cm™!, third at 75 cm™?)
for bulk GaAs (a), sample 2 (b) and sample 3 (c). The impurity

line is indicated by arrows.

To assign binding potentials to the observed "impurity lines” in
Fig. 11 we wuse a simple oscillator model where the observed frequency

w is given by

obs

ho g = v/(ﬁwc)z + (hmB)z (6)
with hwc the CR frequency and th the binding energy. The observed
energy 1is defined by the detector magnetic field; the spectra show that
the dominant impurity feature does not shift for different samples but
only decreases. An analysis with the above formula gives binding
potentials of 2.0 meV at 2.3 T, 2.7 meV at 4.7 T and 3.0 meV at 6 T. The

binding potentials are increasing with magnetic field.

The derived binding potentials allow us to determine the position
of the impurities. It has been shown®? 2 that the impurity binding
potentials depend strongly on the position in respect to the 2D gas. The
impurities behind the spacer cannot be responsible for the observed
potentials®?, since they are found to be well below 1 meV in the
investigated magnetic field range for comparable samples. The rather
defined structure of the impurity line indicates that only impurities at
defined positions can be responsible for the observed spectra. A
distinction between impurities at the interface between GaAs and GaAlAs
and donors (compensating) in the GaAs can be made through the expected
binding energies. At the interface the binding energy is considerably
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smaller than in the center of the 2D channel. The compensating
impurities in the GaAs are randomly distributed and a rather broad
impurity peak with binding energies comparable or higher than in the
bulk are expected. The bulk binding energies are well above 5 meV.
Therefore we conclude that impurities at the interface are responsible
for the observed phenomena. These impurities are most likely
Si-impurities which have diffused from the high doped region in the
GaAlAs to the GaAs interface which acts as a diffusion stop.

These results give evidence for an accumulation of donor impurities
at the interface of GaAlAs/GaAs which are correlated with the sample
mobility. An impurity shifted cyclotron emission line can be observed
for samples with mobilities up to 1 x 10°cm®/Vs. For higher mobilities
we can state that the number of impurities is in the 10%cm™? range. The
defined structure in the emission spectra gives evidence for an impurity
band which exists below every LL. A defined structure was found for
several magnetic fields (filling factors) in samples with mobilities up
to a few 10°cm®/Vs. This conclusion is in agreement with recent work by

Raymond et al.®?.

7.2. Cyclotron resonance transmission

CR transmission experiments with the use of far infrared lasers
were performed by several groups®* 27 yhich all found a systematic
oscillation of the linewidth with filling factor. Pronounced maxima in
the observed linewidth were found by Englert et al.?* at filling factors
of 2 and 4 and minima in between. This behavior was found only in low
density samples (n € 1.5 x 10"cm-2) and was absent for higher densities
(n > 2.5 x 10"'cm™?). Weak oscillations in the linewidth were also found
by Gornik et al.?®, while rather large oscillations were observed by
Rikken et al.?”. In a recent paper Heitmann et al.®* have shown large
oscillations of the iinewidth with the filling factor up to v = 5 for 2D

electrons in InAs.

Here results from a recent systematic study of the linewidth as a
function of mobility®® are presented. Fig. 12 shows a plot of the
measured linewidth as a function of filling factor for 3 different
samples at a temperature of 4.2 K. All samples show a clearly defined
maximum of the linewidth for » = 2. A systematic behavior of the
linewidth with the sample mobility is evident, while the linewidth for a
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F'g. 12. Measured cyclotron resonance transmission linewidth as a
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n =

s
n =1.2x 10'*em™2, p = 1.2 x 10%cm®/Vs,
n, =23x 10'tem™2, u = 1.0 x 10%cm®/Vs.

noninteger filling factor seems not to be correlated clearly to the
mobility. There 1is also clear evidence for a temperature dependence of

the linewidth but we only want to compare here data at one temperature.

To get information on D(E)} from these data we have to make the
assumption that the CR linewidth at even filling factors is directly
correlated to the Gaussian level width FG. This correlation is
demonstrated in Fig. 14 where the CR linewidth at v = 2 is plotted as a
function of mobility (%). Several samples with different mobilities and

2 were used.

densities varying only between 1.2 x 10'! and 2.4 x 10''cm”
The most conclusive results are from samples with the same density and
considerably different mobilities. The interpretation of the data is
straight forward. The zero field mobility and thus the scattering time
Toe is inversely proportional to the number of scatterers®®'?7. That
means a plot as a function of mobility is equivalent to a plot versus
the reciprocal number of impurities Ni' On the other hand the main
process which determines the LL broadening and thus the CR linewidth is
the virtual double scattering at the impurities. Thus in the above
situation the linewidth is proportional to vﬁ; as demonstrated in Fig.
13. The same behavior has been found in bulk GaAs previously'®. The

level width predicted by the theory for short range scatterers (point
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1,
scatterers)6 rSR = (/7 - (hzezB/mizu))A is also plotted over p in Fig.
13 for a magnetic field of 5 T. The obtained values lie systematically a

factor of 2 above the experimental values. This reflects the long-range

nature of the impurity potentials, which are less effective in the

dynamic (local) CR process than in the d.c.-response.
partly filled LL strongly reduces the
levelwidth which explains the drastic drop of the linewidth close to the

For intra LL screening

even values. For v € 1 extremely narrow lines are observed. approaching
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CR-absorption linewidth (X), from specific heat and magneti-

zation () and from cyclotron emission (m).

In addition the

percentage of background states (@) (Fig. 9) is also plotted

over mobility. The dashed curves indicate tendencies. The full

curve shows the linewidth due to short range scatterers after

Ref. 5.
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the limiting values due to "saturation” effects . The saturation

effects are also the reason that the main features in the linewidth are

2 and mobilities

masked for samples with densities higher 2.5 x 10'‘cm”
higher than 500 000 cm®/Vs. Furthermore the superposition of individual
CR transitions, which differ due to nonparabolicity, can alter the

behavior. It could even lead to maxima in linewidth at half fillings.

8. ENERGY RELAXATION BETWEEN LANDAU LEVELS

A property which is also keyed to the density of states is the
energy relaxation time T8 between LL. A direct way to obtain TR is the
measurement of the incoherent saturation of the CR transmission. This
technique has been previously applied to bulk n-type InSb*! and GaAs*Z.
It was found that a combination of electron-electron scattering and
optical phonon emission governs the energy relaxation. Decreasing

lifetimes with increasing electron concentration were achieved.

This technique was applied to GaAs/GaAlAs heterostructures by Helm

et al.*®

. A high power CW optically pumped FIR laser at 118 um was used
to perform the experiments. At powers of about 1 W/cm® the transmission
starts to get reduced for all investigated samples. In the analysis of

the data a rate equation for 3 LL and a constant relaxation time T8

was

used.

A systematic increase of B with decreasing filling factor below

]

2 is found. However, well pronounced minima in Tg are observed for

v

2 and v =4, while a maximum appears for » = 3. Since the spin
splitting for low magnetic field (B € 8 T) is rather small uneven
filling factors represent half filled levels, while only even filling

factors correspond to filled levels.

Data on relaxation rates between LL were also reported by Ryan et

al.*® and Hollering et al.**

using psec time-resolved photoluminescence
techniques. Ryan et al.*” find relaxation times in the order of 0.3 ns
between the first excited and lowest LL for MQW samples with n_ = 5 x
10**cm™2 (This value is indicated in Fig. 13). The relaxation times in
magnetic fields of 7 and 8 T are longer than without magnetic field. On
the other hand Hollering et al.** find a considerably shorter time for

fields of 20 T as compared to the zero magnetic field case.
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The CR-saturation data indicate that the energy relaxation is more
effective for filled levels where the density of states {s also large
between LL. For narrow LL (half filling) the lifetime is increased
considerably. However, a quantitative analysis of the data is rather
difficult since the LL width will not only influence the relaxation time
but also the excitation process. It is well known that saturation cannot
be achieved in an equidistant Landau ladder. This effect has been
observed by Schlesinger et al.*® for resonant fields between 2 and 3 T.
Relaxation times in the order of 10 psec were observed which probably
directly reveal the optical phonon relaxation time as final limiting

process.

In the presented situation for high mobility samples it can be
assumed that the LL width is still narrow enough to allow an analysis
with a 3 level system. The fourth LL is already very close to the
optical phonon energy which induces a strong polaron shift of the level.

Two mechanisms can be responsible for the energy relaxation: a)
acoustic deformation potential scattering and b) electron-electron
scattering. Both processes will critically depend on the density of
states which oscillates. The systematic increase of B with decreasing
density below v = 2 .favors an interpretation via the electron-electron
scattering process. However, more detailed investigations are necessary

to get clear evidence for the mechanism.

CONCLUSIONS

A consistent picture of the density of states can be drawn by
summarizing the results from all experimental techniques. Fig. 14 shows
a plot of the percentage of background states from Fig. 9 on a double
logarithmic scale as a function of mobility. In addition the
CR-linewidth at a filling factor of v = 2 and the total half width T
from the specific heat and magnetization data at v = 4 are plotted on
the same scale.

This plot shows the same slope for all derived quantities. This is
strong evidence that the background has the same origin as the
CR-linewidth, which is governed by ionized impurity scattering. A direct
correlation of the Gaussian width I' with the CR-linewidth 1is difficult
since CR probes potential fluctuations in the range of the cyclotron
radius, while specific heat and pxx(T) sample all ranges of impurity
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potentials. This is clearly evident when we compare the absolute values
of the CR-linewidth with I' from the specific heat data. The I'-values are
larger by a factor of 5 indicating a considerable amount of large range
fluctuations in all samples for even filling factors. Another experiment
which gives evidence for an extended density of states at the tails of
LL was cyclotron emission. If we add to the central LL peak the impurity
peak and assign to the total density of state an average width we obtain
values which are below the results from specific heat. The difference
between these data and the specific heat data can only be due to
fluctuations which are induced by the impurities beyond the spacer. Only
these impurities will induce very small binding energies (not observable

in emission) and thus extremely long range fluctuations.

For half filled LL screening is effective and only short range
impurity potentials contribute to the level width. It is evident from
Fig. 12 that the CR-linewidth is quite narrow and only weakly dependent
on the sample mobility. In a most recent paper Weiss and v.Klitzing*”
derived the thermodynamic density of states for half filled LL from
capacitance experiments. It is found that the level width can be fitted
without background and is not far away from the predictions of the
self-consistent Born approximation for short range scatterers®®. The
expected short range levelwidth for a magnetic field of 5 T is shown in
Fig. 14 as full curve. The upper dashed curve and the full curve thus
shows the limiting cases of the oscillation of the thermodynamic level
width between filled and half filled LL.

A consistent empirical model explaining all the observed phenomena
has been developed by Gerhardts and Gudmundsson''''?.  Impurity
fluctuations will lead to a certain amount of local density
fluctuations. Local density fluctuations of a few % will be strongly
enhanced in a magnetic field for even filling factors. In this case
potential fluctuations of the size of the LL splitting are possible over
long ranges. The CR-linewidth is considerably smaller than the
thermodynamic level width. An analysis with this model assignes the
observed thermodynamic width to fluctuations of the LL edges in respect
to the Fermi level. Values of average long range fluctuations in the
order of several meV are determined for the lowest mobility samples and
to less than 1 meV for high mobility samples at even filling factors. In
this model the background is only present for filled levels. For half
filled levels the long range potentials are screened and the dersity of

states becomes narrow without a background.
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HIGH FIELD MAGNETOTRANSPORT: LECTURES I AND II: ANALYSIS OF SHUBNIKOV de

HAAS OSCILLATIONS AND PARALLEL FIELD MAGNETOTRANSPORT
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Parks Road
Oxford

INTRODUCTION

The study of high field magnetotransport, and in particular the
Shubnikov-de Haas effect, is one of the most useful and direct ways of
characterising semiconductor heterostructures. At low temperatures a two
dimensional gas of carriers bound in a heterostructure acts like a metal
with a small Fermi energy, typically of order 10-100 meV. The magnetic
field causes a quantisation of the free carrier states into a ladder of
Landau levels. Changing the magnetic field sweeps the levels through the
Fermi energy causing the familiar oscillations in the magnetoresistance,
known as the Shubnikov-de Haas effect. This phenomenon was first used by
Fowler et al,! in the first demonstration of the existence of a two-
dimensional gas of electrons bound at the surface of a (100) silicon MOSFET.
The periodicity of the oscillations is directly proportional to the carrier
concentration bound in the layer, and is independent of the number of layers
which may be present. Since the cyclotron motion induced by the field is
in the plane perpendicular to its direction, this means that a two-dimension-
al system is sensitive only to the component of field parallel to the
surface normal, so that rotation of the sample relative to the field can be
used to provide a very simple and direct proof of the two-dimensional
nature of any system under investigation.

Using the Landau gauge (A = B(0,x,0)) we may write the Hamiltonian for
the carriers in a 2-D system as

H=1/2m% (p = ea)” + V() )
where V(z) is the confining potential which leads to 2-D behaviour. P
commutes with this Hamiltonian, and V(z) leads to a quantum number deflning
the subband, and a confinement energy E,. Thus we have

H= p2/2m* - ehB/m* xky + eszxz/Zm* +E, 2
and by substituting x' = x - ﬁky/m*wc, this leads to

12
H = p2/2m* + m*/2 wzx - hzky2/2m* +E, (3)

and
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E = (n+;)hmc +E, (%)

The corresponding wavefunctions are:

V= ethyY o Ha(x=x ) x ¢(2) (5)

where Hy(x-x,) is the simple Harmonic oscillator wavefunction and ¢(z) comes
from the z quantisation. The degeneracy of the levels comes from the
constraint that the centre of motion x, must lie within the sample. Thus for
a sample of width Ly (and length Ly) we have

0 < ﬁky/m*mC < Ly (6)

giving a range of ky = m*weLy/h, and leading to a total number of states per
level of n,

n= Aky/ZTr/L.y = m*wc/h Lx Ly 7)

= eB/h per unit area

The resulting final density of states for a 2-D system is shown in
fig. 1. On the left (fig. 1a) is shown the formation of Landau levels in
the absence of scattering, giving simply a set of delta functions. Figs. Ib
and lc include a broadening of the levels due to scattering of the carriers
by the presence of impurities and imperfections in the surface or confining
potential. 1In fig., !b the density of carriers in the system is such that one
level is only half filled, and in this case the system will act as a metallic
conductor. In fig. lc a few more carriers have been added (or the magnetic
field reduced), so that the level becomes completely filled, and we have an
insulator. The conductivity will thus oscillate strongly as a function of
carrier concentration, or as a function of magnetic field, since the
degeneracy of each level is proportional to magnetic field, as shown above.
This occurs whenever

n, = N 2eBy/h = NBy x 0.486 x 10" /em?. 1, (8)

where N is an integer, and we have included an additional factor of two for
spin degeneracy. At these points the Hall voltage displays the quantised
Hall effect first discovered by von Klitzing et al,?. At high fields or low
temperatures spin splitting of the oscillations can be seen very easily, and
the periodicity will halve., A common way to define the state of the system
at high fields is in terms of the occupancy factor v, which counts the
number of filled levels (counting spin states separately) and is defined by

v = ne/n =h ne/eB 6))]

When we come to make experimental measurements of Shubnikov-de Haas
oscillations, then it is also important to consider the geometry of the
sample studied. The most useful case is a long bar shape, with separate
potential probes to look at both resistive and Hall fields. The resistivity
Pxx and pxy is related to the conductivity oxx and Oxy via the relations

(10)

= 2 2
Pex = Ex/Ig = 0xx’oxxwxy ’
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/o2 + . (11)

Pxy = Ey/Ix = Oxy’ Oxx xy

Xy
At high magnetic fields, E /E, = °xy/°xx = uB >> 1, so we may write
Pxx " Oxx/9%, and pxy " l/gxy = RygB, where Ry is the Hall coefficient. The
result that ¥he resistivity 1s proportional to the conductivity is due to
the very important influence of the Hall field, and the way in which
resistivity and conductivity have been defined, for zero Hall current and
zero Hall field respectively. If one is more interested in the regions in
which both the conductivity and resistivity go towards zero, for completely
filled Landau levels, then it is better to use the "Corbino'" geometry in
which resistance is measured from the inside to the outside of an annulus.
By symmetry the Hall field must be zero, and hence the measured resistance
is proportional to 1/oyy.

Some typical experimental recordings of the resistivity and Hall
voltage are shown in fig. 2, which show the Shubnikov~de Haas oscillations
and the quantised Hall effect. This type of measurement has now become a
standard way of characterising 2-D systems. Typical information which can
be derived from such measurements is

i) The periodicity, which gives the 2-D carrier concentration independent
of geometrical conditions.

ii) The temperature dependence of the amplitude of the oscillations at low
fields can be used to deduce the effective mass; the dependence of the
amplitude of the oscillations upon electric field can then be used to
measure the electron temperature as a function of electric field.

iii) The magnetic field dependence of the amplitude can be used to deduce
the scattering time,~.

iv) When more than one quantised subband is occupied, then the oscillations
may be analysed to give the relative populations in the different subbands.
This will be discussed in more detail below.

v)  The magnitude of the spin splitting of the Landau levels is deter-
mined by the total magnetic field, whereas the Landau level separation
comes from the perpendicular component of magnetic field. By rotating the
sample relative to the magnetic field direction it is thus possible to alter
the relative magnitudes of the spin and Landau splittings, leading to level
coincidences which then allow one to make measurements of the electron
g-factor,“.

MULTIPLE SUB-BAND OCCUPANCY

The condition necessary for the establishment of two-dimensional
behaviour is that all carriers present in the system occupy the same
quantum state for motion in the third dimension. 1In typical semiconductor
lattices and heterojunctions, it is quite often the case that more than
one electric subband is occupied; however, it is still very useful to
consider the system as essentially two-dimensional. If, for example the
Fermi energy is sufficiently high that two subbands are populated, then
the application of a magnetic field will cause two separate ladders of
Landau levels to be populated, but the two ladders will be offset relative
to each other by the energy separation between the subbands. At low
magnetic fields, where the Landau levels are only weakly resolved, the
population of each subband will remain approximately constant and two inde-
pendent series of Shubnikov-de Haas oscillations will be observed, each
determined by eq. (8) with the appropriate concentration n} of the ith
subband. At higher fields, once the levels are completely resolved, then
the field positions of the conductivity minima will be determined by the
total carrier concentration. In this second case, however, the amplitudes
of the oscillations will become somewhat irregular, since they will depend




upon the relative positions of Landau levels arising from different sub~
bands. A further complicating factor will be that this will cause a
redistribution of population between the two subbands,and since the
potential causing the subband quantisation is self-consistently determined,
the separation between the subbands will itself change as a function of
magnetic field.

An example of this behaviour is shown in fig. 3 for a heterojunction
of Gao;q71no_53AS/A10,Q81n0,52AS,5. In this case two electric subbands are
occupied, with carrier concentrations of 0.9 and 6.0 x 101! em™
respectively. At low fields it is fairly clear that there are two indepen-
dent series of oscillations present, with NB products of 1.9 and 12.3 T,
corresponding to the two subbands acting independently. At higher fields
the oscillations become much more irregular, but there is a very pronounced
minimum in the resistivity at 14.2 T. This corresponds to the complete
occupation of a single Landau level by the total electron population, and
so the upper subband has been completely depopulated by the magnetic field.
What is happening is that the Fermi energy is a very strong function of
magnetic field, once the Landau levels are well resolved. The upper
section shows schematically the motion of the Fermi energy as a function of
magnetic field, calculated on the assumption of infinitely sharp Landau
levels. The two fans of lines originating from E=0 and E=26 meV, show the
Landau levels of the first two electric subbands, including spin splitting.
The motion of the Fermi energy is shown by the bold line, and is calculated
from the known electron concentration and the degeneracy of each Landau
level. At very high fields all of the electrons can be put into the
lowest level, as the field falls, there comes a critical value at which this
level is completely filled, whereupon the Fermi energy must jump up to the
next available level, irrespective of from which subband it originates. A
more promounced example of this behaviour is shown in fig. 4, for a
Gaj,y7Ing.53As/InP heterojunction with three populated subbands at lower
temperatures,®. The Shubnikov-de Haas oscillations are now very well
defined, leading to clear zeros in the conductivity, but still with irregu-
lar maxima. The Hall voltage also shows irregular, but quantised Hall
steps., Due to the mixing up of the spin states and levels from the
different subbands, unexpected filling factors give rise to strong, wide
plateaus, e.g. for v = 5,

Heterojunctions and surface accumulation layers formed on narrow band
gap semiconductors lead to the most extreme examples of multiple subband
occupancy, particularly for the case of accumulation layers. In
Hgo.scdo.;Te M.I.S. structures up to five occupied subbands have been
detected,’ which leads to very complex behaviour for the Shubnikov-de Haas
oscillations. This is shown in fig. 5, for three different surface
accumulation layer concentrations. In order to illustrate this more clearly
it is necessary to enhance the strength of the oscillatory structure. This
is usually done by the use of derivative techniques, taking either the
first or second derivatives of the resistivity with respect to magnetic
field, or by taking derivatives with respect to the carrier concentration
for gated structures. This is illustrated in fig. 6, where the second
derivative of resistivity is shown, measured experimentally by using high
frequency pass filters, with a gain proportional to frequency squared,
which generates the second derivative for sinusoidal oscillatioms.
Different magnetic field sweep rates (or filter characteristics) can then
be used to optimise different regions of the oscillations. The shape of
the oscillations is rather complex, so that in order to extract the
periodicities it is necessary to use Fourier analysis. Fig. 7 shows both
the direct oscillations taken this time with a gate voltage derivative,®
and the resulting Fourier spectrum. The oscillations are periodic in
1/B, so that the analysis must be done using a 1/B sampling. For a single
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electron concentration the oscillation positions (By) are defined by the
condition

n, = 2e(BNN)/h (12)
which gives a periodicity By

B, = 1/4(1/B) = NBy = hn_/2% (13)
For multiple subband occupancy at low fields each subband contributes a
separate series of oscillations defined by equation (13), with the total
carrier concentration n, = Ini. At high fields when the Landau levels are
well separated then the oscillations from different subbands mix, and we
find combination bands given by Bp = BF + B}, and also as the spin states
become resolved then the periodicity doubles and second harmonics appear.
This can be seen in fig. 7, where geak a corresponds to n%, peak b is nl,
peak b+c is the comblnatxon n! + n?, and peaks 2b and 2c¢ are the second
harmonics 2n2, and 2nl. As a result of this analysis, it is then possible
to deduce the distribution of carriers between dif‘erent electric subbands,
and compare this with the predictions of theory,?*10 as shown in fig. 8.

PARALLEL FIELD DEPOPULATION

Another very useful way of analysing and characterising systems with
a multiple subband occupancy is to apply a magnetic field in the plane of
the 2~D system. In this case the effect of the parallel field component
is to add additional terms to the Hamiltonian describing the system, which
act to change the energies of the electric subbands. The parallel field
component acts most strongly on electric subbands with a large spatial
extent, so that for an accumulation layer the higher subbands are pushed up
in energy relative to the positions of the lower subbands. The result of
this is that they become progressively depopulated. This depopulation can
be seen directly in the resistivity of the system, through its influence
on the scattering mechanisms. Fig. 9 shows schematically the energy levels
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and dispersion relations for a system with two populated subbands. In this
case scattering of the carriers can take place both within the individual
electric subbands, and between subbands. Once the bottom of the higher
subband rises above the Fermi energy, and is depopulated, then the elastic
and quasi-elastic processes which cause inter-subband scattering can no
longer take place, and the mobility of the system increases, leading to a
decrease in resistivity. This behaviour is shown in fig. 10 for one of the
Hgo.gCdg.2Te M.I.S. accumulation layers,7 where the steady depopulation of
four higher subbands can be seen, each resulting in a decrease in the resis-
tivity of the system. This phenomenon is remarkably sensitive to the
population of higher subbands with very small carrier concentrations. In the
example shown, the two uppermost levels are estimated to have populations of
! and 3 x 1016 em~2, which were undetectable in the Shubnikov-de Haas
measurements with perpendicular magnetic fields.

The exact field positions of the depopulation structures are identified
as the mid point of the resistivity decrease, which is broadened due to an
energy broadening of the subband edge. At higher fields two depopulation
structures can be seen for each subband, due to the spin splitting of the
levels, which causes a different energy shift for the levels of opposite
sign. In addition there is also a positive magnetoresistance, even after
all of the carriers are accommodated into a single subband. This is thought
to be due to a change in the subband wavefunction caused by the parallel
field component, which in turn alters the scattering processes.

Using a perturbation approach it can be shown (Ando, Fowler and
Stern,ll)that the parallel field adds a phase factor to the wavefunction of

exp [ieBy<z>x/ﬁ] (14)

and adds two additional terms to the Hamiltonian, Hy and H3, given by

HZ eBY/m* (z - <z>)px
(15)

Hj

ezB}z,/Zm* (z2 - <z>2 - 2z<z>)

where <z> is the mean spatial extent of the quantised wavefunction. In this
approximation the effect of Hy is small, and the Hamiltonian remains
separable, The energy of any particular level shifts under the influence of
H3 by an amount

_ 20 2.2 2
E;, =E +e By/2m* [:<Az>i ] (16)

where <Az>2 = <z2> - <z>2, If we consider the case of the depopulation of a
system with two occupied subbands, then the upper level will be depopulated
when the relative energy shift of the levels is twice the original Fermi
level in the upper subband, giving

i 2.2 2 2
Ep (B =0) = "B /m* [caz>{ ~ <az>] ] an

We have seen above that in accumulation layers it is generally the case

that ni a ng (e.g. fig. 8), and in addition surface space charge layers in

a self consis}ent potential obey the approximate rule that the z-wavefunction
scales as ngl 3 through the self-consistency of the potential,ll. Taking
these factors into account, we would then expect that the depopulation

field should give
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Fig. 9. A schematic picture of the scattering
processes in a 2 subband electron gas.
(b) shows the dispersion relation and
'"Fermi discs' for the two subbands,
with intra-subband scattering (4kj)
inter-subband scattering (4kj3).
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Fig. 10, The parallel field magnetoresistance of a Hg.gCd.,Te

accumulation layer (n v~ 9 x 101! em™2). The numbers
indicate the successive depopulation of the electric
subbands, which are also spin split.
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Fig. 11. Plots of the depopulation field versus carrier con-
centration for a variety of samples of Hg.gCd.,Te
accumulation layers. The fields and carrier
concentrations are plotted in reduced units (see
text). Linear extrapolations of the numerical
models!? agree well with the experimental results.
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Fig. 12, Plots of the depopulation field versus carrier

concentration in reduced units for a variety of
different systems; Hg.7Cd.3Te 43, GaAs-GaAlAs {(4),
GaInAs-InP (g) and GaInAs-AlInAs (5). This shows
good agreement with the theory of Reisinger and
Kochl2,
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B, o ne5/6 (18)

Some examples of depopulation fields are shown in fig. 11 for the
Hgo.gCdg.»Te surface space charge layers, plotted as a function of carrier
concentration. These show an almost exactly linear dependence upon ng,
as might be expected from the reasoning given above. In this figure the
field and carrier concentration values are in fact plotted in terms of

the reduced units

L 1y . L2 .
By in units of Hmc /R* , (R e /8v€s€oa ) 19)

and n, in units of ns/a*2 , (a* 4wessoﬁz/m*e2) (20)

as first introduced by Reisinger and Koch,l2, These authors used numerical
calculations to show that the parallel field depopulation could be written
as a universal function of n, when written in these units, and the results
of their calculations are shown as solid lines in fig. 11, together with the
results of some earlier measurements by Zhao et al.,®.

Although only performed for relatively lower electron concentrations,
a linear extrapolation of the theoretical results appears to give remarkably
good agreement with the experimental data, although some discrepancies appear
between the two sets of data,®:13, This is partially due to an incorrect
analysis of the Shubnikov-de Haas data by Zhao et al.,®. The agreement
with theory is even more remarkable, when it is realised that the calcula-
tion takes no account of non-parabolicity, which can alter the effective
mass by more than a factor of 5, for the lowest subband at high electron
concentrations,’.

Further evidence for this universal behaviour is shown in fig. 12,
where the calculations are compared to results for GaAs,l", GaInAs-InP,G,
GaInAs-AlInAs,S, and Hgo.7Cd0.3Te,13. The systems chosen were all
accumulation layers, or as in the case of the GaAs—-GaAlAs have very low
depletion charge densities. The agreement with theory is seen to be
extremely good, giving a linear dependence over approximately three orders
of magnitude.
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INTRODUCTION

The most fascinating property of the Quantum Hall Effect (QHE) is the
phenomenon that from a relatively simple experiment on a semiconductor a
new type of electrical resistor R, can be deduced which is independent of
microscopic properties of the semiconductor and reproducahle at a level of
better than 10-6, In the recent publication of “The 1986 Adjustment of the
Fundamental Physical fonstants"! one finds a new general constant, the
quantized Hall resistance with a recommended value
R0=(25812.8056tn.00012) Ohm. This value is identical with the ratio h/e2,
the ratio between the Planck constant h and the square of the electron
charge e. The surprising result is, that this universal constant kg can be
measured directly on a macroscopic system. In principle all Hall effect
measurements in strong magnetic fields and low temperatures on a two-
dimensional electron gas show the QHE. However, for the experimental rea-
lization of this guantum phenomenon one has to specify the condition "low
temperature", "high magnetic field" and "two-dimensional system“. The
inversion layer at the Si-Sif, interface of a silicon MOS fieldeffect
transistor is the classical example for a two-dimensional system2 but in a
more general way all structures with a vanishing conductivity in one di-
rection may be called two-dimensional electron gas. Even a superlattice
with a macroscopic thickness of some micrometers can show two-dimensional
properties if the periodicity of the superlattice leads to well separated
minihands3. In this respect most of the structures discussed at this
school are related to the physics of two-dimensional systems and can be
used for a discussion of the quantum Hall effect. The reduced dimensiona-
lity is necessary in order to obtain gaps in the electronic spectrum.
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Theoretically all finite systems which consist in principle of a discrete
energy spectrum should show the QHE. Therefore it is not surprising that
some theoretican claim that the QHE is in principle present in any finite
electronic system*, but in reality only few seminconductor systems are
used for an experimental study of the QHE. At present the simplest one
seems to be the GaAs-heterostructure since the mobility of the electrons
in the plane of the two-dimensional layer is so high that already at rela-
tively low magnetic fields perpendicular to the layer a closed cyclotron
orbit with discrete Landau energies En is present. This Landau quantiza-
tion together with the size quantization of the two-dimensioal system
leads to the desired energy gaps AFE which form the basis for the simplest
explanation of the QHE. The quantum Hall effect becomes more and more
pronounced if the ratio AE/kT increases which means low temperatures and
high magnetic fields since the energy gap AE increases approximately line-
arly with the magnetic field. This indicates already that all measurements
at finite temperature are measurements under nonideal conditions.

After the Nobel Prize in Physics in 1985 for the discovery of the QHE
different review articles and books with more than 500 references were
published on this subject3-8, In the following not all aspects of the QHE
can be covered and only a tutorial introduction together with a summary of
recent work in this field will be given including the applications in
metrology. The realization of a two-dimensional electron gas in field-
effect transistors, heterostructures and quantum wells is the subject of a
large number of contributions in this book and will not be discussed in
this article.

HALL EFFECT

The textbook interpretation of the Hall effect is usually based on a
discussion of the electron motion within a long sample (where the current
direction Ix is fixed) in a transverse magnetic field Bz' The Lorentz
force on the electrons moving with a velocity Yy is perpendicular to the
current and magnetic field direction and has to be compensated by the
force on electrons in an electric field EH. This Hall field EH is built up
perpendicular to the magnetic field and current direction since the
electrons have to flow finally in a fixed direction (x-direction). The
resulting Hall voltage Uy in y-direction is inversely proportional to the
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carrier density Nag and the thickness d of the sample and increases
linearly with the current I and the strength of the magnetic field B

. RZ-IX

v, = (1)
H n3d-a-e

The product of the three-dimensional carrier density N34 with the
thickness d of the sample is equivalent to a two-dimensional electron

density n -d which corresponds to a projection of the carriers into a

=n
24 "3d
plane perpendicular to the magnetic field direction. With the definition

of a Hall resistance RH=UH/Ix one obtains

U
= Tﬂ n B-é (2)
X 2d

Ry

It should be noted that the width of the sample does not appear in
Eq. (2). Based on the tensor relation between the current density j and
the electric field E

E =p*j (3)

with the resistivity tensor p one can identify the Hall resistance RH
directly as the resistivity component Pyy and the measured voltage drop in
the direction of the current is proportional to the diagonal component Pyx

of the resistivity tensor,

(4a)

M
]
ke
.
[}

(4b)

The Fqs. (4a) and (4b) are only correct if the current density jy is zero.
This is not the case close to the current contacts of a Hall device since
the current direction in the presence of a magnetic field is not perpendi-
cular to equipotential lines (= boundary of the metal contacts) so that
the current component jy is not zero close to the current contacts.
Therefore potential probes are necessary for an experimental determination
of the resistivity components as shown in Fig. 1. For measurements without
magnetic field it is usually not very important whether the potential drop
in the direction of the current is measured by a two terminal method
{potential measurement between the current leads) or by a four terminal
method which is only used at small resistance values in order to avoid
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problems with the contact resistance. However in a magnetic field it is
absolutely necessary to use potential probes, especially in measurements
of the quantum Hall effect, In this case the voltage Ux in Fig. 1 becomes
zero whereas the voltage drops between the current contacts is identical
with the Hall voltage ”H
bution in a magnetic field of a homogeneous system with Hall geometry has

. The prohlem of the current and potential distri-

heen sclved hy using different techniques®-12 but these calculations do
not include a solution of the Poisson equation.

Whereas Hall devices are used for the determination of the resistivity
components Pyx and pxy another geometry, the so-called Corbino geometry
is used for a direct measurement of the conductivity tensor component Tex
In this case the sample has a circular geometry with one electrical con-
tact in the center of the disk and the other contact at the outer boundary

354 I
/
L / \
/ \
/’/x e
doped AlGay_,As—10-100nm
~2DEG
undoped GaAs 1~4um

semi-insulating
GaAs

Fig, 1. Typical geometry of a sample used for Hall effect measurements,
The formation of a two-dimensional electron gas (2DEG) in a GaAs
heterostructure is shown in the enlargement of the cross section.
The Hall voltage “H and the voltage drop UX are measured under
constant current condition Ix=const as a function of the magnetic
field Bz perpendicular to the 2DEG
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of the sample. Since for this geometry a fixed direction for the electric
field is given, the equation

j=a+sF (5)

is more useful than Eq. (3) because the measured current at a fixed app-
lied voltage is directly proportional to the component Tyx of the conduc-
tivity tensor. However, the current flow perpendicular to the applied
electric field, which is connected with the Hall conductivity °xy’ cannot
be measured. Therefore all measurements of the QHE are done on devices
with Hall geometry as shown in Fig. 1.

The classical expressions for the resistivity and conductivity components
of a homogeneous degenerate system as a function of the magnetic field are

pXX(R) =0, = const (6a)
_ B

pxy(B) b Noq e (6b)
%

oxx(B) = TRz (6c)

i = ‘1= -3
with 9% n2d eey

In general, the relations between the resistivity and conductivity tensor
components are the following:

%x  Ixy 1 Pxx “Pxy
= (7a)
o o o, 2*p, 2 Py P
Xy Yy XX UXy Xy XX
or
Pyx  Pxy 1 I%x "xy
= "—'—-—2 " (7b)
OXY pyy %xx +C,Xy ny Ixx

Oualitative curves for the measurahle quantities on a Hall device
(°xx’°xy) and on a Corbino device (°xx) are shown in Fig. 2 for both the
classical situation (dotted lines) and the situation where quantum pheno-
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Oxx

Pxx

pxy -

magnetic field B

Fig. 2. Qualitative behaviour for o _, Pyx and Py of a two-dimensional

XX y
electron gas with a fixed carrier density as a function of the
magnetic field. The dotted lines represent the classical curves. A

spin degeneracy is not included

mena are visible (full lines). The deviations from the classical curves
are observed if the energy spectrum is changed due to the Landau quantiza-
tion. The following section discusses this quantization within the simple
picture of a free electron in a magnetic field. The electron-electron
interaction which seems to be responsible for the fractional Quantum Hall
Effect (see contribution of R.J. Nicholas in this book), is not included
in the following discussion.

LANDAU QUANTIZATION

The quantum Hall effect is characterized by an energy gap at the
Fermi energy at certain magnetic field values so that elastic scattering

processes are not possible. This leads to a vanishing conductivity Oyx 35
shown in Fig. 2 since scattering processes are necessary for a diffusion
of electrons in the direction of the electric field. Without scattering
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the electrons move like free electrons in crossed electric and magnetic
fields with a velocity Ve© Ey/Bz’ Under the condition of the quantum Hall
effect Eq. (7) reduces to

g = P = 0 (83)

g,, = -—= (8b)

The existence of energy gaps in the spectrum of a two dimensional electron
gas in a strong magnetic field can he understood from a discussion of the
properties of an electron in a magnetic field. The ahsolute value of the
energy gap is a very complicated function of the bandstructure but is not
important for the discussion of the QHE. Only the existence of a gap is
important and the interpretation of the QHE on the basis of gauge invari-
ance arguments!3 demonstrates that a detailed knowledge of the energy
spectrum is not necessary. However, for a microscopic picture of the QHE
it is useful to start with an analysis of the properties of an electron in
a magnetic field.

In a classical description one uses a picture where the electron is
moving on a circle with radius 2 around a center (X,Y). Without solving
the Schrodinger equation of the problem one can show!* that the commutator
for the center coordinates of the cyclotron orbit [X,Y]=ig2=ih/eB is
finite, which is equivalent to the result that each electronic state
occupies in real space the area

o < i )
This result is independent of the form of the wavefunction. The wavefunc-
tion itself depends on the gauge, on the orientation of the vector poten-
tial A. Depending on the symmetry of the problem one uses different gau-
ges. The symmetric gauge is useful for a discussion based on a Corbino
disk geometry whereas most of the calculations related to the Hall geo-
metry use the Landau gauge with a vectorpotential in the direction of the
electrical current. In this case the wavefunction y can be written as a
plane wave in the direction of the current multiplied with the solution o,
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of the harmonic oscillator equation
v=ekx. ¢, (y-Y) (10)

In this representation, the center coordinate Y of the cyclotron motion is
a good quantumnumber and directly related to the k-vector in x-direction.

Y = hk/eB = k22 (11)

For a finite length LX of the sample in x-direction (with periodic boun-
dary conditions) only discrete k-values with Ak=2ﬂ/Lx are permitted. This
means (see Eq. (11)) that the center coordinates are separated by an
amount AY=(21r/LX)-JL2 so that the area FO=AY-Lx occupied by one state with
the quantumnumbers (k,n) is Fo=2n12=h/e-R. The energy E(k,n) is determined
by the Landau quantumnumber n=0,1,2... if the electrostatic potential in
y-direction is constant

E, = E(k,n) = (n+g)’ﬁwc (12)

The cyclotron energy‘ftwc=eB/mC depends on the mangetic field B and the
cyclotron mass m. and determines within the ideal one-electron picture the
energy gap AE in the spectrum of a two-dimensional electron gas in a ma-
gnetic field.

The number N of electrons which can occupy each level En corresponds to
the number of areas Fo available within the area F of the device

- - e.B
N = -F.T (133)

L
Fo
This result is identical with the number of flux quanta within the area F
of the sample and can be interpreted as a condensation of all the elec-
tronic states without magnetic field (density of states D=F-(2nmc/h2) if
the spin is not included) within the energy range AEﬁﬁmc:
F-Zﬂ-mc . /b—eﬁ _ FeeeB
m

(13b)
h2 (

N =Dtﬁmc =

An integer number i of fully occupied energy level En corresponds to a
carrier density of n=i<(eB/h). If this relation between carrier density n

236




and magnetic field B is fulfilled, the Hall resistance RH becomes (see Eq.

(2))

R, = - (14)

Under the condition that the two-dimensional carrier density Nog is fixed,
as usually assumed in measurements on selectively doped heterostructures,
a quantized Hall resistance h/ie? is expected at well defined magnetic
field values

J o

Ry = e (15)

However, this result is not very exciting in connection with an applica-
tion of the quantum Hall effect. The expected result is shown in the upper
part of Fig. 3 where the Hall resistance RH as a function of the magnetic
field is plotted. RH
B, of the magnetic field (see Fq. 15) the special value for the Hall re-
sistance RH=h/1'e2 is expected. The carresponding occupation of the Landau

increases linearly with B and at very special values

levels with electrons (a constant number of 180 electrons is assumed in
this example) is sketched in the lower part of Fig. 3 where the magnetic
field values are chosen in such a way that just one or four Landau levels
are fully occupied and therefore the quantized Hall resistance values h/e?
and h/4e? are expected. The size of the sample corresponds to the area
F=LX-Ly and the maximum number of electrons occupying one energy ltevel is
equivalent to the number of squares Fg=h/eB within the area F of the samp-
le. It should be noted that for typical magnetic field values of about

4 Tesla the area F, is only 10~!lcm2, so that the size Lx'Ly of the
samples shown in Fig, 3 is unrealistically small. The energy difference
between the Landau levels increases linearly with the magnetic field.

This discussion of an ideal two-dimensional system in a magnetic field
leads to the conclusion that for an accurate measurement of the quantized
Hall resistance an accurate determination of the magnetic field is neces-
sary. Fortunately, this is not the case. FExperimentally well defined
plateaus in the Hall resistance are observed so that a calibration of the
magnetic field is not necessary. Nifferent mechanisms may explain a con-
stant value for pxy within a certain magnetic field range and even today
different groups prefer different interpretations. Some theories try to
explain the Hall plateaus on the hasis of the assumption that a reservoir
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Fig. 3. For an ideal two-dimensional system in a magnetic field the Hall
resistance RH increases linearly with the magnetic field B. The
quantized values RH=h/1'e2 are obtained at fixed magnetic fields
Bi=n2d~h/i-e. In the lower part of the figure the occupation of
the Landau levels En with 180 electrons at the magnetic fields B,
and B, (where exactly one or four Landau levels are occupied) is
sketched. For simpicity, the spin degeneracy is not included. The
squares Fi surrounded by strong {weak) lines characterize occupied
(empty) electronic states

of electrons outside the two-dimensional system allows a change in the
electron concentration in such a way that a Landau level remains fully
occupied if the magnetic field is changed!S5, The reservoirs may be con-
nected with interface states, metal contacts or the depletion Tayers in
the semiconductor. However, the majority of publications discuss the ori-
gin of the Hall plateaus in connection with a discussion of localized
states in the tails of the Landau levels16-1%, Any disorder in the sample
like impurities, interface states or even the boundary of the sample may
lead to a change in the energy spectrum in such a way that Hall plateaus
appear. Some aspects of the Quantum Hall Effect in the presence of poten-
tial fluctuations will be discussed in the following section.
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QUANTUM HALL EFFECT UNDER REAL CONDITIONS

A calculation of the QHE under real conditions is so complicated that
a microscopic interpretation is not available. The finite temperature is
usually not included in the calculations and the influence of the compli-
cated boundaries of the sample on the QHE is an unsolved problem. A large
number of theoretical papers discuss the influence of impurities on the
quantum transport properties and the self-consistent Born approximation
has been used for a determination of the density of states D(E), the con-
ductivity %x and the deviation ony from the classical expression for the
Hall conductivity 20 21, Within this approximation and short range scat-
terers, the following results are obtained. The density of states has a
semi-elliptic shape with a broadening T proportional to vB/u, the conduc-
tivity L is mainly proportional to the square of the density of states
at the Fermi energy and the expression for A°xy shows similarities to the
classical calculations A°xy=°xx/“B‘ However the main feature of the QHE,
the existence of plateaus pxy(B)=const and pxx(B)=0 could not be ex-
plained.

The experiments by Kawaji et al22 indicated already that the standard
picture within the mean field theory breaks down and that the localization
of states due to disorder should be included. The numerical calculations?23
by Aoki shown in Fig. 4 demonstrated that the localization length «~! of
most of the states within one Landau level is finite but the conclusions
regarding the influence of localized states on the Hall effect were incor-
rect24, After the experimental verification of the quantized Hall resis-
tance in 1980 with plateau values independent of the amount of localized
states25, g large number of theoretical publications came to the conclu-
sfon that the occupation of localized states in the tails of the Landau
level leads to a vanishing conductivity Tyx and the Hall conductivity
becomes stabilized at a value i.(e2/h) corresponding to the ideal value of
a fully occupied Landau levell®-19, This result can be easily understood
in the percolation picture26-28 which is a good approximation in the limit
of infinite high magnetic fields and long range potential fluctuations
where the electron behaves l1ike a classical particle with a motion on
equipotential lines. A closed equipotential line within the area of the
sample means that the corresponding electronic state is localized. This
type of localization is quite different from the Yocalization without
magnetic field.
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Fig. 5 represents a simple picture of the Landau energies like in
Fig. 3 but with a repulsive and an attractive potential fluctuation (for
example impurities) within the area of the sample. Nepending on the
strength of the fluctuations more or less pronounced "hills" and “lakes"
within each energy plane E" appear and the electrons surrounding the hill
or the lake on an equipotential line are localized states. Starting from

T T T T T B

w D(E) 17
O -

o1 | T
2wl o 4201
0 1 i 1 1 i O

-1 0 1
E/C

Fig. 4. Nensity of states ND{E) and localization length a~! calculated for
the Towest Landau level E°23. Attractive, short range scatterer
with a concentration of 5 centers within a cyclotron orbit are as-
sumed. Only states close to the maximum of the density of states
are extended {a~l+»), The asymmetry in D(E) with more localized
states on the low-energy side originates from the assumption of
attractive scattering centers whereas repulsive scattering centers
give an asymmetry with more localized states on the high-energy
side

the situation where the lowest Landau level is fully occupied and the
higher levels are empty (which corresponds to the magnetic field value Bl
in Fig. 3 and a quantized Hall resistance °xy=Ro=h/e2)’ one can understand
that the Hall resistance remains constant if the magnetic field differs
slightly from the value B,. With increasing magnetic field B=B,+aB the
degeneracy of the Landau levels increases so that under the condition of a
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Fig. 5. Fnergy of the Landau levels E, and B, within the area Lx'Ly of the
sample if a smooth attractive and repulsive potential is present.
The variation of the Fermi energy EF(B) relative to the Landau
levels is shown for different magnetic field values if the
electron density is kept constant. At the magnetic field B=B1 the
Fermi energy is assumed to be in the gap between E0 and E1 so that
a fully occupied lowest Landau level E, with a quantized Hall
resistance R, is present. The value of the Hall resistance remains
constant if the magnetic field is changed as long as only the
occupation of localized states is changed

constant number of electrons some states close to the top of the hill in
the Towest Landau plane are unoccupied. This situation corresponds to a
sample with a hole (no electrons within the hole) where all states outside
the hole are occupied 1ike for a fully occupied Landau level. The Hall
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resistance can be calculated on the basis of two devices in parallel with
fully occupied Landau levels as shown in Fig. 6 and the result is (see Eq.
(2)) that the Hall resistance is not changed if holes are added as long as
the boundaries of the holes are equipotential lines.

Similar arguments hold if the magnetic field is reduced to a value
B=B,-AB. In this case, the lowest Landau level remains fully occupied but
in addition localized states close to the bottom of the lakes of the next
higher Landau level E; will be filled up since the degeneracy of the
lowest Landau level decreases with decreasing magnetic field. The position
of the Fermi energy EF(BI-AB) is shown in Fig. 5. However, the localized
states in the Landau level E, do not contribute to the conductivity Tx
and to the Hall effect so that from the experimental point of view the

i
o8, //full S S S

y occupied towest
/ Landau leW — K

UH:E% .Ix

- h
Vl- Vo’z 'I]

9
V= R A
! fully occupted/

A

hole / / lowest / f—Iy
Landau level

A DWW

potertial
equipotentia ) h
line V = Vg VirVom gz "D

Hallvoltage UH:V(-V'=eL2“|'I2):e_h2' o,

Fig. 6. The Hall voltage of a 2DEG with a fully occupied lowest Landau
level is h/e? times the current IX flowing between the Hall probes
(upper part). A hole in the sample surrounded by an equipotential
line as shown in the lower part of this figure does not influence
the Hall voltage as long as the Towest Landau level remains fully
occupied in the rest of the sample
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condition of a fully occupied lowest Landau level with axx=0 and oxy=e2/h
remains unchanged. This result that a variation of localized states does
not influence the Hall effect has been confirmed by different quantum
mechanical calculations, toolé-19, so that this process seems to be the
main origin of the Hall plateaus.

A discussion of the QHE on the basis of the percolation picture shown in
Fig. 5 allows also some predictions about differences in the experimental
results if attractive or repulsive potential fluctuations dominate. For
attractive centers, localized states on the low-energy side of the main
Landau level En exists which leads to Hall plateaus above the classical
curve pxy(B) whereas repulsive scatterers lead to Hall plateaus below the
classical curve. Very recently such differences have been observed experi-
mentally by adding ionized donors or acceptors close to the two-dimen-
sional electron gas2?%, Fig. 7 is an example of such a measurement on a
GaAs-AlGaAs heterostructure with about 2x10!0cm=2 silicon donors close to
the interface. As expected, the Hall plateaus are shifted to the low-
magnetic field side whereas for a sample with Be-acceptors the Hall pla-
teaus are shifted to such high magnetic fields that the plateau R0=h/e2
does not cross the classical curve pxy=B/n2d-e. For a quantitative expla-
nation of this result one has to include the spin splitting of each Landau
Tevel En but his is another complicated subject not included in this ar-
ticle since on the one hand the g-factor of electrons in a GaAs hetero-
structure determined from electron-spin-resonance3? is about g=0.33 and
therefore smaller than the bulk value whereas on the other hand from an
analysis of magnetotransport data g-factors up to g=6 are observed3l,
These results can be explained by nonparabolicity effects and an exchange
enhancement which has a maximum if one spin level is fully occupied cor-
responding to the situation of the QHE at odd integers i=1,3,... Under
ideal conditions the quantized Hall resistance is independent of the value
of the spin splitting but in measurements at finite temperatures a finite
value for the resistivity Px becomes visible which depends on the energy
spectrum32, Experimentally one has found that the quantized Hall
resistance deviates from the value h/ieZ if Prx is finite and the
following relation is found33:

Bo,, < 0.5 p','(‘;" (16)

Since the resistivity °T;n at integer filling factors can be reduced to
unmeasurably small values by reducing the temperature or using Hall pla-
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teaus at higher magnetic fields, the correction mentioned in Eq. (16) are
at present not important in high precision measurements of the quantized

Hall resistance.

However, a microscopic transport theory which allows predictions of
corrections to the QHE under real experimental conditions is not avail-
able. Fven such a gquestion Tike the current distribution within a Hall

r_ .

0%[\4 1 i
2

1
0o 1 3 456 7 8 9 100
BI(T)

Fig. 7. Resistivity Pyx and Hall resistance RH=pr as a function of the
magnetic field for a GaAs heterostructure with 2x1010cm-2
positively charged Si-donors close to the 2DEG. The Hall plateaus
are asymmetric relative to the crossing point with the classical

Pxx (k)

curve

device at zero temperature has not been solved exactly3%-36 so that a
theoretical discussion of the real experimental situation including fluc-
tuations in the carrier density within the area of the sample37 cannot be
expected in the near future. First attempts were made to include inhomoge-
neities in the carrier density in calculations of the density of states38
(see contribution of E. Garnik in this book) but a transport theory is
still much more complicated.
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APPLICATINNS OF THE QUANTUM HALL EFFECT IN METROLOGY

The applications of the QHE are very similar to the applications of
the Josephson effect, which can be used for the determination of the fun-
damental constant h/e or for the realization of a voltage standard. In
analogy, the OQHE can be used for a determination of h/e2 or as a resistan-
ce standard3®,

In principle, corrections to the quantized Hall resistance measured
under real experimental conditions are always present but all data indi-
cate that in the limit °xx=0 (for example, extrapolation to T=0 K) a quan-
tized value RH=h/1‘e2 is expected. Already at a finite temperature of T=2 K
and magnetic fields of about B=10 Tesla, the corrections found in measure-
ments on GaAs heterostructures are smaller than the experimental uncer-
tainty of 10-8, The good agreement in the value for the quantized Hall
resistance*? %1 measured in different countries on different samples and
different materials (see table 1) indicates that the quantized Hall resis-
tance is really a stable and device independent phenomenon. Therefore, one
of the applications of the QHE is the determination of the drift coeffi-
cient of the standard resistors kept at the national laboratories, since
the quantized Hall resistance is more stable and more reproducible than
any wire resistor. The National Physics Laboratory (NPL) in Teddington
(GR) obtained the following result for their NPL-0Ohm:

ﬂﬁéi—ﬁl = (-0.0478 + 0.0074) 56%?
As a consequence, the Comité Consultatif d'Electricité (CCE) which is
responsible for the propagation and improvement of the electrical units
throughout the world, adopted a declaration concerning the QHE for main-
taining a representation of the Dhm (Declaration E2 (1986), 22.09.1986).

Table 1. Experimental data for the quantized Hall resistance at the
plateau i=1%0,%! (1.9.1986)

RIPM (Paris): 25812.809 + 0.003 @ | NPL (GB): .811 + 0.002 @

EAM (CH): 809 + 0.004 @ .803 + 0.002 @

ETL (J): .804 + 0.008 o | NCR (Can.): .814 + 0,006 @
-804 £ 0.014 @ | PTR (FRG): .802 * 0,003 @

LCIE (F): .810 + 0,001 2 { NVIIM (UdSSR): .805 @

NBS (USA): 810 + 0,002 @ | VSL (NL): .802 + 0.005

NML (Austr.): .810 + 0.002 2 | mean value: .807 q
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One result of this declaration is the decision, that the CCE will meet 1in
September 1988 "with a view to recommending the value of RH to come into
effect on 1st January 1990. The value of RH will be based upon all rele-
vant data collected by a Working Group that become available up until 15th
June 1988",

It is not clear whether really a value for RH will be fixed or whether a
statement will be accepted that the quantized Hall resistance is identical
with the fundamental constant h/e2, so that resistance calibrations in
SI-units on the basis of the recommended value for h/e2 will be possible.
In this respect, the situation for the Josephson effect differs from the
situation for the QHE. The fundamental constant h/e, which determines the
uncertainty of the Josephson-Volt, is only known with a relative uncer-
tainty of 3x10-7 whereas the instability of the Josephson-Volt is less
than 10-9, Therefore a fixed value for 2e/h has been adopted with a value
of 483594,0 GHz/V76_BI
same voltage (however not expressed in SI-units) within an uncertainty of
10-%, In contrast, the fundamental constant h/e? of the quantized Hall
resistance is already relatively well known (uncertainty 4.5x10-8) so that
the fixed value for h/e? will not improve drastically the stability of a
resistance reference system. The high accuracy for h/e2 in SI units origi-
nates from the fact that h/e? is (beside a fixed number) identical with
the inverse finestructure constant which can he calculated from measure-

in order to reproduce everywhere in the world the

ments of the electron magnetic moment anomaly combined with the extensive
quantum electrodynamic (QFD) calculations of the theory. However, it is
not clear at which level of accuracy a breakdown of the QED-theory is
expected. Therefore changes in the recommended value for the finestructure
constant due to systematic errors may be necessary. If these changes are
expected to be larger than the stability of the quantized Hall resistance,
than the CCE may come to the conclusion that for applications in metrology
everyone should use a fixed value for the quantized Hall resistance, for
example RH= 25812.8000 Q= 1 Klitzing*2. The index K indicates that this
resistance has in principle nothing to do with the SI-units but the value
is chosen in such a way that the difference 1 QK-l Q is as small as
possible,
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QUANTUM HALL EFFECT
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INTRODUCTION

The existence of the fractional quantum Hall effect (FQHE) is taken
to be evidence for the formation of a new highly correlated ground state
of a two dimensional electron gas. This occurs at very low temperatures,
in high magnetic fields, and in systems where there is only a very small
amount of disorder present. The main experimental observations are that
minima are observed in the electrical resistivity component , xs at frac-
tional Landau Tevel occupancies v=nh/eB=p/q, where p is an infeger and q
is an odd integer }1—9]; while corresponding Hall plateaus are seen at
quantized Hall resistivity values of h/ve2. To date fractional states have
been reported at = 1/3, 1/5, 2/5, 2/7, 3/7 and 4/9, and the equivalent
'hole' analogous of these states have been observed at occupancies =
1-(p/q). These states occur when all of the electrons lie in the lowest
spin split Landau level, but it has recently been shown that they can
exist in a similar manner in the upper spin state at occupancies of the
form = 1+(p/q). Once w2 the electrons occupy the second Landau level. At
this point the experimental position becomes less clear, with some reports
of the observation of 7/3 and 8/3 states [3,4], and some suggestions that
even denominator fractions may occur [8,9]. The significance of these
results is that the existence of minima in the resistivity and quantized
Hall plateaus may be shown, by using the gauge invariance arguements of
Laughlin [10], to result from the formation of a mobility gap in the den-
sity of states. In other words the degeneracy of the individual Landau
levels for isolated electrons has been 1ifted by the residual Coulomb
fnteractions, leading to the formation of an energy gap between the ground
and excited states of the system.

The theoretical treatments of the phenomenon break into three main
groups. Firstly there is the original quantum fluid picture developed by
Laughlin [11-13], which is based on a postulated trial ground state wave-
function. This posseses quasi-particle excitations which have fractional
charge of unit e/q. The higher fractional states are thought to result
from a hierarchy {12,14,15] in which the ground state of each succeeding
fraction (say 2/5), is the result of a condensation of the quasi-particles
associated with the preceding level (1/3). These quasi-particles exhibit
fractional charge, corresponding to the denominator of the fraction con-
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cerned. This picture implies that no 'daughter' state may exist unless its
parent state exists - a prediction which is brought into question below.
Further extensions of this theory include the calculations by MacDonald et
al. [16] for the N=1 Landau level, in which it is found that the fractio-
nal states repeat themselves, but that the quasi-particle energy gap asso-
ciated with the 1/5 states is comparable with that of the 1/3 state. Seve-
ral calculations have been made of the energy gap for the 1/3 state, i.e.
the energy needed to create a separated quasi-electron - quasi-hole pair.
These give numbers of order Ce?/4nelg, with C~0.1 [17-19], where 1p is the
cyclotron radius (1p= v/h/eB). If the quasi-particles may be approximated
to point charges, tgen the energy gap will scale as q-2-5 [14]. Calcula-
tions of the dispersion relation for the quasi-particle pair excitation
[20,21] suggest that there may be a rather smaller ‘indirect gap' at fini-
te wav$vectors, close to the reciprocal lattice constant for a Wigner
crystal.

The second approach is that originated by Tao and Thouless {22,23],
who used the Landau gauge as a starting point, in which the single partic-
le states may be thought of as a set of parallel tracks. They suggested
that a collective state could be formed by an ordered fi]lin? of the
tracks. Quasi-particle excitations then consist of a 'defect’ with one
extra track filled or unfilled, while a quasi-particle pair excitation
would consist of the translation of a single occupied track to its neigh-
bour. This model also suggests that even denominator fractions may occur,
but calculations of the energy gaps for both the odd and even fractions
give values considerably greater than are found from the Laughlin ap-
proach, or by experiment.

More recently there have been several calculations made based on a
Wigner crystal ground state [24-25], which predict a lower energy ground
state than that found by Laughlin. Kivelson et al. [24] have found large
contributions to the energy from cooperative ring exchange, in which elec-
trons move coherently along a closed path in the crystal lattice. These
contributions are enhanced at rational filling factors, again leading to
an energy gap and quasi-particle excitations. The energy gap values are
comparable with those predicted for the Laughlin ground state.

THEORY

The theoretical treatments of the fractionally quantized states in-
volve the use of rather complex formalism, however it is worthwhile to
attempt to give an intuitive picture of the problem. A further complicat-
ing factor is the ability to describe the system in a number of different
gauges. The most widely accepted and successful theory is that developed
by Laughlin [11-13 ], who works in the symmetric gauge. The starting point
for his work are the single particle wavefunctions of the form

n > =_n_+i_ 2Mexp(-1/4|z|2) (1)
2" ml

where z =(§g-iy3)/13, and n is the angular momentum quantum number which

gives the degendracy of the state. The next step is to introduce a varia-
tional many body wavefunction of the form
N
Wn(Zyseeee,zy) = 10 (zj-zk)mexp(-1/4 § |z, 12) (2)
j<k 1!

where m is an odd integer. Laughlin [11,12} was led to the use of this
form by requiring it to be an eigenstate of angular momentum and by the
need to make the polynomial part antisymmetric, which leads to the re-
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quirement that m should be odd. He was then able to show that the quasi-
particle excitations of this state could be created by piercing the ground
state with a single flux quantum. The resulting particle has an effective
charge of -1/m, due to partial screening of the induced charge. The exci-
tation of a quasiparticle across the energy gap separating the ground and
excited states then requires the creation of a quasi-electron- quasi-hole
pair. He has calculated that this will require energies of 0.056 and

0.014 e?/4relg for the 1/3 and 1/5 states respectively.

In order to deduce the existence of quantized Hall plateaus from this
calculation it is then necessary to introduce the idea of some disorder
into the system, which then creates a mobility gap separating the ground
and excited states. It is then possible to use the arguements of gauge
invariance, as first introduced by Laughlin [10; to describe the integer
quantum Hall effect, to predict the existence of plateaus. This involves
the introduction of the rather unphysical geometry of an annulus or ring,
which contains a solenoid in order to introduce flux changes. This causes
the Hall current to flow around the ring, while at the same time transfer-
ring electrons from one side to the other through the Hall potential V.
The fact that the conductivity and resistivity are zero at particular
filling factors requires the wavefunction to be periedic around the ring,
leading to flux quantization. The quantized Hall resistivity is then the
ratio of the flux quantum to the electron charge. In the case of the frac-
tional effect the reasoning is not quite so clear since it is not possible
to introduce single quasi-particles externally. Instead one is led to the
conclusion that motion of a single electron results in the introduction of
m flux quanta. This seems a natural consequence of the ground state wave-
function [2], which is invariant upon a 2«/m rotation of the system. The
periodic boundary condition will then introduce a 2mn phase change upon a
complete rotation of the system, coresponding to motion of the single
electron across the ring. The conclusion is then that the size of the flux
quantum has changed, and the ground state is triply degenerate.

An important feature of the Laughlin approach to the ground state is
that it is a quantum 1iquid, which is formed through the Coulomb inter-
actions between the electrons, and therefore correlates their motion.
Since the sytem remains a 1iquid there is only short range order, in con-
trast to the Wigner solid, and he has calculated [2] that the correlation
lengths are of order § 1g.

An aiternative approach has been given by Tao and Thouless [22], who
have worked in the linear gauge where

%,n

with k as the degenerate quantum number. The single particle wavefunctions
may be thought of parallel tracks of width IB and centred at

= eikx%(y-.Yo) (3)

¥ = Fk/eB - Eq (4)
For a system of length L the track separation is
&g = fisk/eB = 2np2/L (5)

which is obviously much less than the width of any individual track. The
arguement of Tao and Thouless is that in the fractional state the system
can lower its energy by an ordered filling of tracks such that every mth
single particle state is filled. To show the correspondence with the
Laughlin approach we take the linear geometry and bend it around to form a
ring or annulus of diameter L. In this case the ground state is a set of
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Fig.l: A schematic view of the
appTication of a gauge
transformation for the m=3 ground
state, based on the Tao and

‘ Thouless approach. The occupied

| state is the solid line, and the

/ spiral corresponds to the
progressive application of the
gauge potential around the ring,
such that one occupied state is
mapped into the next.

set of concentric rings. If we now introduce a flux into the ring then we
produce an azimuthal change in magnetic vector potential aA=ay/L. This
introduces a progressive phase change around the ring of exp(ieaAx/f),
which gives a shift in the track centre of

avg = 8A/B = fisk/eB (6)

The occupied tracks have now been shifted outward by ayq, and in order for
the state to transform into the next occupied track we must have a shift
of

AYO= m WO (7)

leading to a flux quantum of mh/e. The process of transformation is shown
schematically in Fig. 1 as a spiral motion, for the m=3 state. This pic-
ture also has the 2n/m symmetry, corresponding to the m different starting
points for the spiral.

THE EXPERIMENTAL PICTURE

Some typical experimental results are described here which were taken
using Hall bridge specimens with channel widths of 50-150 ;m. These were
modulation doped GaAs-Ga, ..Al, ;,As heterojunctions grown by MBE at
Philips Research Laboratorfés, Rednin [26], using spacer layers of 400
and 800 A, and with resulting electron concentrations in the range
0.6-4x101lcm-2. The sample mobilities ranged from 0.1 to 2.1x106cm2/Vs,
depending upon the sample and electron concentration. For any one sample
it was possible to change the electron concentration by factors of 2-3 by
excitation of persistent photoconductivity using a red LED. The samples
were cooled to temperatures as low as 20 mK in a dilution refrigerator.

Fig. 2 shows a typical recording of the resistivity p,, and Hall
component o,.,, for the highest mobility sample G63 at an eféctron concen-
tration of f¥9x1011cm‘2, following the photo excitation of the majority of
the carriers. The current density is 6.6x10-% A/m. This shows what is
probably the most comprehensive set of fractional states observed to date.
The region above 8 T corresponds to the incomplete filling of the lower
spin state of the N=0 Landau level, and clear features can be observed at
2/3, 3/5, 4/7, with a weak feature at 5/9. There is also a weaker minimum
at 4/5 and associated Hall plateau, which has been observed more clearly
at lower current densities [27]. This is the furthest into the Landau
level tail that a fractional state has been detected. The fractional fea-
tures can also be seen to repeat themselves in the region 1<u<2, with a
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similarly regular set of gq= 3,5,7 fractions, which is obviously symmetric
about the half occupied level. It is possible to observe fractionally
quantized states at magnetic fields as low as 3 T in such highly pure
systems, as shown in Fig. 3, where the same sample is shown at a lower and
a slightly higher carrier concentration. The systematic behaviour in such
high purity layers is entirely consistent with the picture of a series of
states becoming progressively more bound as the denominator decreases or
as they move towards the centre of each level, where the influence of
disorder is least. Considerable changes from this picture can be seen
however when the electron concentration is varied and more disordered
samples are studied.

Figure 4 shows the electron concentration (n) dependence of the FQHE
in a rather more disordered sample G29, with n varying from 1.9 to
3.4x10llem~2, The mobility variation in this sample is extremely rapid
(~n'=5; Foxon et al [26]), which is thought to be due to the presence of
long range potential fluctuations. At the lowest concentration the 5/3 and
4/3 states are hardly visible as weak minima in the resistivity, and the
traces are dominated by integer quantization. On illumination however, the
5/3 feature rapidly evolves to be a well defined Hall plateau and resisti-
vity minimum. In contrast the 4/3 state only ever gives rise to a weak
resistivity minimum, but still shows a Hall plateau. On closer inspection,
the Hall resistivity of this plateau is found to be a few per cent too
high. The very surprising feature is the appearance of a stronger minimum
at v 7/5, which does have an accurately quantized Hall plateau, obviously
dominating the 4/3 features. An even more pronounced example of this trend
is shown in Fig. 5, from the earlier report of CLARK et al. £28], who were
using more disordered samples grown in a completely different growth kit.
In this case (n=4.3x101lcm-2, ,=600,000 cm2/Vs), the 4/3 state has totally
disappeared and been replaced by the 7/5 state i{n both the resistivity and
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Hall plateau following photoexcitation, but well behaved 5/3 structures
remain.

It would thus appear that there is a systematic change in the charac-
ter of the phenomenon as the influence of disorder becomes more pronounc-
ed. The common feature in all of these studies is that the inversion in
strength of the 7/5 and 4/3 states is brought about by the photoexcitation
of additional carriers into the 2DEG. At the same time the 5/3 state be-
comes more strongly favoured in even the highest mobility samples (for G63
the activation energy for 5/3 is substantially larger than for 4/3 [8]).
It would appear to be the photoexcitation process which is critical,
rather than the increase in electron concentration, as earlier results on
samples of comparable concentration do not show such behaviour. In a re-
cent measurement in which the electron concentration was increased by the
use of a back electrode, Boebinger et al. [6; observed the opposite be-
haviour; at high concentrations a very weak 7/5 state was completely sup-
pressed by a broad 4/3 resistivity minimum at Tow temperatures, although
the high electron concentrations were again found to favour the 5/3
state.

The photoexcitation mechanism is associated with the presence of
deep traps in the GaAlAs doped layer, and therefore once these have been
excited they will act as positively charged remote scattering centres
which alter the disorder in the system. The predominant sign of these
scattering centres would seem to be the most 1ikely cause of the systema-
tic difference in behaviour between the results for the region <1.5,
where the Landau level is electron-like and therefore under the influence
of an attractive potential, and for y>1.5, where the hole-like states will
be repelled from the scattering centres. This may also be the reason why
the q=3 states, with larger charge units, are suppressed relatively to g=5
while they are electron-like. Strong asymmetry has been noted for the
conductivity in the integer quantum Hall regime [29], which has also been
attributed to predominantly attractive scattering centres.

The final, and probably the most significant, conclusion from this
behaviour is that considerable difficulties exist to expiain this in terms
of a hierarchical model of the FQHE, in which the existence of fractional
states at lower order is a necessary prerequisite for the formation of
successive orders. A 7/5 state should be one generation on from 4/3. Ap-
parently it is not.

Another important prediction of current theoretical models of the

FQHE is that only odd denominator states should exist. In our earlier
works [8,9] we found the appearance of resistivity minima in the region
2<w<4, with apparently even denominator fractions, although no Hall steps
were seen. This data is shown in Fig. 6, together with data taken from the
same sample tilted at 60° to the magnetic field direction. The minimum at
2 1/2 is clearly visible in both traces, but the effect of tilting the
sample is to reduce the strength of the features at 2 1/4 and 2 3/4, and
to produce clear minima at 2 1/3 and 2 2/3. The effects of tilting the
field (and hence introducing a parallel field component) may well be
rather complex, since at least three different factors will influence the
states:

1) the total field corresponding to a given filling factor will in-
crease, leading to an increased spin splitting and hence less overlap of
adjacent spin states,

2) the parallel field component will alter the energies and wavefunc-
tions in the z-direction. This will alter the magnitude of the exchange
interaction, since the wavefunction will become more confined leading to
larger energy gaps [30],
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Fig. 6: Resistivity
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3) the influence of the scattering centres may be changed, leading to a
change in the effective disorder present.

In a rcent study of the activation energies as a function of tilt angle,
Haug et al. [31], have found that the 1/3 state was weakened by tilting,
while 2/3 became stronger.

The results shown in Fig. 6, however, suggest that there is no evi-
dence as yet for the formation of an energy gap at even fractional occu-
pancies. The appearance of features in the resistivity may nevertheless be
caused by electron-electron interactions, since the calculations of Halpe-
rin ;15] suggest that the system wil) have a maximum in energy at even
filling factors, which may lead to an unstable charge distribution.

ENERGY AND MOBILITY GAPS

The most clear predictions from the theoretical descriptions of the
FQHE described above concern the magnitude of the energy gap associated
with the formation of the collective ground state. This is usually measur-
ed by studying the activated behaviour of the resistivity minima asso-
ciated with the formation of the fractional states. Once an energy gap has
been formed the density of states may be represented schematically as
shown in Fig. 7, with a mobility gap separating the conducting states of
each type of particle, which will begin at the 'mobility edges'’ Ec and Ec.
When the effects of disorder become small then this mobility gap will be
close to the energy required to form a quasi-electron quasi-hole pajr. At
temperatures below the gap energy one would expect an exponentially acti-
vated resistivity, with an energy (a) equal to half the mobility gap. Such
behaviour is shown in Fig. 8, for the samples G63, G62 and G71, which are
in order of increasing 'dirt', as judged by mobility and quality of the
FQHE states observed. The data are taken for the resistivity minimum asso-
ciated with v 2/3, and with electron concentrations adjusted by photoex-
citation so that the minima all occur at approximately the same magnetic
field. It can be seen that the effects of disorder are quite clearly to
cause a significant decrease in the magnitude of the activation energy.
This may be due to either one or a combination of two different effects.
The energy gap of the many body state may have been reduced, and in addi-
tion a broadening of the density of states may bring the two mobility
edges closer together, thus reducing the measured mobility gap. The
maximum value of A is 2.3 K, for G63, which is larger than other values
reported for similar fields [6,7], but still approximately a factor of
three smaller than most theoretical predictions [17-19]. This is probably
due to some residual disorder Teft in the system, to the possibly rather
Tower 'indirect gap' for quasi-particle excitation [20,21] and to the
influence of the finite extent of the wavefunction out of the plane. ZHANG
and DAS SARMA £30 » and YOSHIOKA [32], have shown recently that there is
an almost two-fold reduction in the gap energy when the finite z-extent of
the electrons is considered.

Another question mark over the use of activation plots to determine the
gap energies is the exact functional form of the temperature dependent
conductivity. The width of the extended state region can be estimated from
the minimum field required to produce well defined resistivity oscilla-
tions and Hall steps (of order 0.1-0.2 T), which will give widths of

1-3 K. Within this region the conductivity is apparently almost constant,
and temperature independent. Since the width is comparable to, or larger
than, the temperatures used, then using Fermi statistics we would deduce a
thermally excited quasi-particle population of
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n ~D(E.) kT exp(Ep-E.)/kT (8)

for one level. If this is dominated by the exponential term, we have for
the conductivity:

o = o explEg-E.)/kT (%)

for activated conduction to the mobility edge. If the mobility in the
extended states is temperature independent, then the prefactor T should be
included and may introduce some significant systematic errors into the
determination of the energy gaps.

At still lower temperatures {of order 300 mK) there is a deviation
from the Arrenhius plots, apparently due to the onset of hopping conduc-
tion. Previous workers have used both a second exponentially activated
conductivity [7], and a high field hopping formula (6) derived by Ono
[32], to give good descriptions of the lower temperature region. An
approximate fit to our data gives p-~exp(T%), with a close to 1/4, as
expected for bulk materials, rather than 1/2 as predicted for 2D-systems
in high magnetic fields 533]. This may be due to the presence of some
leakage through the doped layers in the structure.
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OPTICAL PROPERTIES OF QUANTUM WELLS

C. Weisbuch
Laboratoire Central de Recherche, Thomson CSF

B.P. 10 - ORSAY, 91401 FRANCE

I - INTRODUCTION

The purpose of the present set of lectures is to introduce students to

the field of the optical properties of quantum wells (and superlattices ?}.

A

As this field has grown out of proportions so as to be covered in three

lectures, we have choosen to focus on three areas of the subject which seem

to us more appropriate to the aims of the school, namely :

(1)

(i1)

(i1i)

The specific aspects of 2D systems concerning optical properties.

A description of the techniques of optical spectroscopy so widely
used in 3D systems, and their relative qualities when applied to the
field of quantum wells.

The specific design rules and properties of quantum-well lasers
(QWLs). As will be seen below, they are quite dominated by “"subtle"
2D effects, and QWLs therefore represent a good laboratory to study
what are the pros and cons of 2D devices. The discussion of the
difficulties encountered with 2D QWLs will then be briefly extended
to 1D and OD devices.

This set of lectures therefore does not discuss many topics concerning

the optical properties of quantum wells : calculation of energy 1evels],

optical properties of type II quantum wells and superlatticesz, strained-

layer superlattices™, nipis4, GeX Si]_x super]atticess, 1I-VI quantum wells
and superlattices (both wide® or narrow gap7), Tight-scattering phenomena“,

8

261




9 10

electric of optical spectra, hot-elec-
tron phenomena as studied by optical techniques]] etc... Excellent coverage
of these fields can be found in other lectures in this school or in recent
reviews. Time-resolved spectroscopy will only be briefly discussed in
direct relation with other topics presented in these lectures.

and magnetic field perturbations

As is clear from the preceeding discussion of what is not included
here, these lectures are only concerned with the optical properties of type
I quantum wells, even so restricting us to interband transitions.

11 - THE OPTICAL TRANSITION PROBABILITY

A1l interband optical phenomena near a band extremum can be expressed
in terms of the dielectric function :

4ﬂ8m02
e(w)=eqlwtie,(u)=egt 7— ——
W 'wo +iwl

(1)

where & and €, are the real and imaginary part of the dielectric function
respectively, € is the background dielectric functions (involving all
crystal quantum states but the quasi-resonant state), B is the polarizabi-
Tity of that resonant state with energy W and damping constantT . Such a
description of optical properties through the dielectric function has been
very widely used to describe modulation spectroscopy of 3D—systems]2. A
large amount of information is contained in B such as the description of
quantum states in uncorrelated one-electron states or in correlated exciton
states, the dimensionality of the Density of States (DOS) and type of the
transition (number of negative effective masses in the joint DOS) etc... To
our knowledge, no detailed quantitative analysis of QW phenomena has been
performed in the dielectric function framework, but we will use it below
for the description of some experiments. The reader is deferred to the very
12 for the description of the properties of e(w),
its quantum-mechanical calculation and its relation to various optical
properties. It suffices to recall here that € and €, are related through
the Kramers-Kronig relations, and that €, (w) is very directly proportional

good reviews of the field

to the absorption coefficient a(w) as calculated from time-dependent per-
turbation theory (Fermi's golden rule). We can therefore write :

alw)ve, (w)v] <FIE pli>| %o (w) (2)
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where i and f are initial and final states of the optical transition, € is
the light polarization vector, E is the momentum operator and g(w) is the
joint density of states at energy w. It has been assumed that the matrix
element is independant of w.

Uncorrelated electron-hole pair transitions

In the enveloppe wavefunction approximation, the electron wavefunctions
take the simple normalized form :

i,f,x, _e,h iky .1y TS
¥ (r)ax 2 (2)e uc,v’k(r) (3)

where xe’h (z) represents the confined electron (or hole) enveloppe wave-
-+

function, fl and r, are the transverse momentum and position, u, , are the

usual periodic part of the Bloch wavefunctions.

The matrix element appearing in eq. (2) can be then factorized along
13 into the integral over the unit cell of the fast
varying part of the wavefunction (the uc‘s and uv‘s) and a sum at Tlattice
points Ri of the slowly varying functions :

the usual procedure

K

.. i(k, -K,.,).R, .
<f|e.p|i>§§ke(§i)xh(§i)e e "hi I/Lc » €.p u, 3
Ri Q Celp

The Tatter integral is independant of Ri and is the usual bulk matrix
element P which contains the selection rules due to band symetry and light
po]arization]3. The former sum yields, after transformation back to an
integral and taking into account normalization factors :

1/2 e

<f|€.5]1’>xL; <x |y >P 8¢ z {5)

As usual transitions are vertical (F; = E; ). Recalling that the 2D

joint (DOS) is a constant ( u */"ﬁz, where u* is the reduced effective mass
* - - -
Wl m, L m, L ), one finds the important result :

2 2

vest P

a(w).szez(w).Lz%cstl<xe|xh>|2 p (6)
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per allowed transition. The absorption probability is independant of QW
thickness ! As pZ is almost the same for all semiconductors (P2/2m0 = 23eV)
the transition rate per layer is almost a universal constant (assuming
equal u's) for type I QWs, with a value of 6.1073 for GaAs'%.

Exciton effects

Taking into account the effect of electron-hole correlation, the ini-
tial and final states of the crystal are two-particle states, with either 0
or 1 occupancy factor. The absorption coefficient is then :

a(w)xez(w)ms'\.|<o|E.E]‘l’exc>|2

’\.I<Uc,ke[g.5|Uv’-k>h>lzl¢(n)(o)'260 k’

where the first matrix element is the usual Bloch optical matrix element,
¢(") (o) is the value of the exciton enveloppe wavefunction at zero relati-
ve motion, i.e. represents the overlap of the electron and hole wavefunc-
tions. ¢ o,E ensuffs the conserY?tion of total momentum in the transition.
More rigourously, K is equal to Kph’ incoming photon momentum.

It has been discussed at length in 3D that the mere existence of exci-
ton effects increases strongly the strength of the interaction between
light and solids'>*16
2D systems (see the lectures by Chem1a9). For our purpose here, we need
only the following properties of 2Dexcitons :

This is well-examplified in 3D physics, but also in

{1) Exciton appear as peaks in the absorption spectra due to the K-
conservation rule., Only the exciton state which matches the light
momentum can be coupled to incoming photons]G. This is however only
true as long as the exciton momentum is a good quantum number. Due
to interface disorder, this conservation rule might be somewhat
relaxed, but even with such an homogeneous disorder-induced broade-
ning one retains exciton peaks.

(i1)  The exciton binding energy is increased in 2D (see Bastard's lectu-
res]). This increase of the binding energy with 2D character Teads
to a very unique sijtuation in sem1'conductors]7 : usually, large
exciton binding energies require large reduced massesls. These exist
only for large gap materials (effective mass theory) which in turn
are linked to a large ionicity of the material (Phillips theory of
covalent bonding)]s, which then implies strong LO phonons inter-
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actions. Therefore, in 3D, large exciton binding energies are only
observed in strongly polar materials (such as CdS, ZnS...) with such
LO phonon couplings so as to destroy excitons at room temperature.
On the contrary, excitons in 2D quantum wells have sizeable energies
with marginally modified LO-phonon scattering rates as compared to
3D]9 and lead therefore to those large observable features at room
temperature (RT)due to the strong light-exciton coup1ingg.

{iii) A decrease in exciton Bohr radius ag is associated with the increase
in binding energy. From eq. (7}, this leads to an increased exciton-
photon coupling as compared to 3D which will appear in many experi-
mental situations such as reflectivity, luminescence, non-linear
mixing etc...

{iv) As in 3D the hydrogenic continuum states of the uncorrelated
electron-hole pairs lead to an enhancement of the electron-hole
wavefunction overlap and therefore of the absorption coefficient
(so-called Sommerfeld factor)]s. This enhancement doubles the absor-
ption at the band edge and decreases over a few Rydbergszo.

(v) The excitonic levels and radii depend on the reduced mass and on the
confined electron and hole wavefunctions. One then expects them to
vary with the type of hole and with the confinement quantum number.
A basic complicacy arises from valence band mixing : the exciton
enveloppe wavefunction is a linear combination of electrons and hole

-1 around 015. For such

wavefunctions with k's in an extension ap
values of k (up to a few 106cm']), strong mixing has been predic-

ted.

Selection rules

Zero-order selection rules on the optical matrix element P and radia-
tion patterns can easily be deduced from atomic-physics analogies as it is
known from the correspondance principle that quantum-mechanical electric
dipoles radiate like their classical counterpart521. One can then deduce
the radiation pattern for a transition between two quantum states, provided
one calculates the electric-dipole matrix-element between these two states.
Figure la shows the dipole moment between an electron s-state and a hole
p-state, and 1b represents the resulting radiation pattern. If one neglects
band-mixing in quantum wells at zero wavevector, the dipole moments are
shown in fig. lc. The emission diagram is simple to calculate and is shown
in fig. 1d. This description is however somewhat oversimplified as one has
to sum possible transitions over all directions 22, but this summation

yields the results given in the atomic picture of fig. lc.
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Fig. 1 - Optical selection rules for absorption and lumines-
cence between atomic-like states {Bloch States) of
valence and conductions band.

a Dipole matrix element between an s and a p state.

b Emission diagram of that dipole according to the
correspondance principle.

¢ Possible dipole moments between conduction and
valence band states ; p+(-) indicate rotating dipole
moments, which emit circularly polarized light ;
7 indicates a linearly polarized dipole. Relative
dipole strengths are indicated.

d Geometry of the dipoles in the quantum well situa-
tion. One can see that heavy-holes only emit TE
polarized Tight in the x-direction.

In semiconductors, for transitions occuring with non-zero transverse
wavector, the anisotropic heavy-hole to electron matrix element introduces
a gradual change of selection rules with kinetic energy when one sums all
possible transitions for all k-direction523. One should in principle also

introduce heavy and light-hole band mixing.
At zero order, excitons tend to retain these selection rules as long as

band mixing effects are neglected. This is usually done as the main features
observed in polarized luminescence experiments (see below) reproduce
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qualitatively the expected polarization behaviour.

An important set of selection rules originates in the overlap integral
<xe|xh>of equation {6). In the infinite well approximation, Xe and xh are
usually orthogonal, i.e. their integral is zero unless they have equal
quantum numbers, hence the an = o selection rule of Dingle. For finite
quantum wells, the X's are no more exactly orthogonal as the penetration of
the wavefunction in the barrier material depends on the quantum number.
However, the single-particle wavefunctions retain they parity (even or
odd), due to the symetric confinement potential and one therefore only
expects weak An # o transitions with both n's being either even or odd.
When the single particle picture breaks down,such as at high densities,

other symmetry-breaking transitions can be observed.
IIT - TECHNIQUES OF OPTICAL SPECTROSCOPY

The main optical techniques are photoluminescence, absorption, excita-
tion spectroscopy, reflectivity and modulation spectroscopy. We compare

below the various qualities of these techniques.

Photoluminescence

This is the most widely used teChm'que24 due to the ease of its imple-
mentation, but interpretation of results is not straight-forward : lumi-
nescence occurs as the result of the creation of elementary excitations in
the crystal, their thermalization in free and bound states, and their ra-
diative recombination. The observed emission is thus the result of a com-
plex cascade of events and represents a more or less complete thermaliza-
tion of excitations into some energy-distributed radiative states. As such
it does not directly label a characteristic energy as was already pointed
out on very fundamental reasons by Hopfield in the case of 3D excitonszs.
The coincidence of absorption and luminescence peaks is not in itself a
proof of the equivalence of the species involved as a state observed in
absorption can well be relaxed before emitting Tight (in this respect see
the controversy about the question of excitonic Tuminescence at RT in
QW'SZ6). Great care must therefore be devoted when one wants to use photo-
Tuminescence to label energy levels and Tuminescent species.

Absorption spectra

Absorption spectra directly probe osciilator strengths and DOS. Usually
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(unless the DOS exhibits a divergence), absorption peaks are the signature
of excitonic phenomena in 2 and 3D, as uncorrelated electron-hole absorp-
tion yields a featureless spectrum representing the DOS. The exact linesha-
pe of the exciton absorption peak is not simple to analyze, 1like in 3D, as
an absorption event requires the transformation of a photon into an exciton
state followed by a scattering into another exciton state not directly
equivalent to the incoming photon state (see the various discussions of
polariton phenomena in 3016’27).
1inewidth is usually masked by the spatially inhomogeneous distribution of

exciton levels due to interface roughness which gives rise to an exciton

In quantum wells, the homogeneous exciton

absorption lineshape determined by spatial variations of the exciton ener-
gy.

Absorption measurerents require either a transparent substrate (case of
In-based infrared materials grown on InP) or the removal of the substrate
(GaAs/GaAlAs case). In this latter case, substrate-free layers often exhi-
bit inhomogeneous strainsZo (figure 2).

neie-hh MULTI-QUANTUM WELLS
! GaAs-Gag yAly yAs

25 X 1884
I'8K

hvLaszhvLom
EXCITATION SPECTRUM (¢)
n=te-th
)
n:26-hh

FORBIDDEN
TRANSITION
i

TRANSMISSION (b)

PHOTOLUMINESCENCE AND TRANSMITTED LIGHT INTENSITY (a.v.)

Gag 7A 2o aAS GagralgsAs
ne2e LcAsr‘
n:ie}l _<j
n=t hh n:z2hh
n:t Ph az2 th
—_— J S—
LUMINESCENCE (o)
1 1 1 '
1520 1530 1.540 1.550 1,560 1570

PHOTON ENERGY (eV)

Fig. 2 - Luminescence (a), Transmission (b) and PLE spectrum
(c) of 188A GaAs multiquantum wells. Note the strain-
induced shift and broadening of the transmission cur-
ve. The line marked as forbidden was later attributed
by R.C. Miller as due to the Tle-3hh transition.

(From Weisbuch et al.zsL
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Another drawback of absorption experiments is the required number of layers
in order to reach a significant absorption probability : usually, the ab-
sorbed fraction of incident Tlight (= 6.1073 per layer) is too small to
yield fine structure in the spectra and one has to grow multilayers, with
the difficulty associated with the necessary layer-to-layer reproducibili-
ty.

Excitation spectra

The photoluminescence excitation (PLE) method is based on the varijation
of the photoluminescence intensity at a given energy on the exciting light
energy. As mentioned above, the luminescence at a given energy is the re-
sult of the long history of relaxation towards the light emitting state and
some care must be exercised in order to yield significant information.

In an optically thin sample (total thickness <a ']), the luminescence
intensity I]u can be written :

m
Ly =" @ (1-R)I, (8)
where Iinc is the incoming light intensity, R 1is the reflectivity for the

incoming light, o (1-R)I therefore represents the absorbed intensity,

inc
and N is the efficiency of relaxation towards the light-emitting stage. In
3D, a wide variety of PLE spectra has be generated due to the spectral
variatijon of the various factors in (8). This is particularly true in 3D

I1-VI compounds. It was shown in CdTe29

that various lines displayed diffe-
rent oscillatory PLE spectra due to n variation with LO phonon phenorena
associated with hot electron, hot exciton or resonant Raman effects. 1In
CdS, the reflectivity factor R could be observed as an important feature30.
In 3D III-V compounds, the main feature observed was a smooth oscillation

due to more or less efficient thermalization of carriers by LO phonons3].

The striking feature of PLE spectra in III-V quantum-wells is that they
only display features associated with the absorption coefficient, i.e. they
show no variation of n with exciting Tight energy. As we know that LO pho-
non scattering phenomena are similar to those in 3D, it means that relaxa-
tion toward the emitting state has nc competing channel which would usually,
Tike in 3D, have a different energy dependance on exciting light energy.
This tends to prove that non-radiative channels are relatively unimportant
in quantum wells and that quantum efficiency could reach unity. In II-VI
QWs, LO-phonon oscillations have been observed, however quite small as
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compared to the 3D case, presumably because of the less important competing
recombination channels.

An important advantage of the PLE technique is its very high sensitivi-
ty : as will be discussed later, QWs have excellent quantum efficiencies.
Therefore, even though only a small fraction of incident Tight is absorbed
in a single quantum well, the emitted light intensity is readily observa-
ble. This allows to study PLE spectra of single QWs even when excited with
a monochromator-filtered quartz-iodine lamp (Iinc N l;iw/cmz ), which is of
paramount importance to perform PLE measurements in those spectral ranges

where no dye laser is avai]ab]e32.

The PLE technique also provides selectivity : the efficiency depends on
the path followed by the crystal excitations from the photocreated state to
the light-emitting state. One can therefore check the identity of that
level knowing the initial state and the possible connections to the various
Tuminescent channels (see e.g. the 3D uses of this conceptzg). Spin-polari-
zation memory experiments also can help to ascertain luminescent levels as
will be discussed below for the assignment of the free exciton luminescence
of QWs.

Photoreflectance experiments

It has been well established in 3D that reflectivity modulation techni-
ques provide a powerful tool to determine energy Tlevels and joint DOS
throughout the Brillouin zone]z. The strength of the exciton-photon coupl-
ing in QWs and the existence of a small-enough damping of excitons at room
temperature make such experiments very easy in QWs where one can obtain

very large signals, comparable with 3D features, on single Qus.

The normalized reflectivity changes are directly proportional to die-
lectric constant changes :

AR/R:aAe,|+BA52 (9)
where o and B are the Seraphin coefficients. The photoreflectance (PR)
technique is the modulated-reflectivity method which seems to become widely
used due to its simplicity of implementation (no sample preparation, no
electrolyte required etc...) and the apparent universality of the phenome-

non : one measures the changes in the reflectivity spectrum under simulta-
neous modulation of a strong pump beam with energy above the bandgap. By a

270



careful comparison of photoreflectance spectra and of the derivatives of
the dielectric function (figure 3) Shanabrook et a1.33 demonstrated that
the photoreflectance signal is due to the modulation of the bandedge energy
by the pump beam. The origin of this modulation might be in the changes in
surface electric field unduced by the pump beam. It is well known that :
(i) Photoexcitation tends to diminish space-charge induced electric fields
as photocarriers are very efficient in photoneutralizing ionized impuri-
ties. (ii) Electric fields can shift energy Jevels in guantum wells (Stark
effect) without destroying exciton effects (see Chemla's lecturesg).
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Transient optical measurements

We discussed up to now only the various merits of the optical techni-
ques based on static measurements.As optics now appears more and more as
the premium way to perform ultrafast measurements down to the subpicosecond
regime, it is worthwile emphasizing the transient pertormance of the
various optical techniques.
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Absorption and reflectivity measurements are instantaneous measure-
ments, in that one probes unrelaxed crystal excitations. The response time
of the physical systems under an external perturbation is just the usual
dielectric response time, wusually in the femtosecond range. As a very con-
venient way to excite a crystal is also provided by optical pumping, all
optical excite-and-probe experiments have recently seen a huge develop-
ment : pump-probe absorption experiments yield very precise information on
carrier dynamics, carrier-carrier and carrijer-exciton interactions, bandgap
]]... Actually, thanks to the damping of exciton states at
high carrier concentrations, time-delayed absorption spectra yjeld exciton-
-less absorption features evidencing the 2D-square stepped absorption spec-
tra34 (figure 4). The very recent development of the electric field genera-
tion method by optical rectification opens the way to transient electrical
35. Ultrafast reflectivity

renormalization

response measurements in the subpicosecond regime
measurements were widely used in 3D studies such as the reflectivity stu-

dies of the a-Si cristallization36

. That case is a good illustration of the
difficulty associated with the analysis of the sometimes ambiguous reflec-
tivity spectra. However, due to sensitivity and speed of response, reflec-
tivity methods should prove very useful in QWs. When Tower time resolution
is acceptable, combined electrical excitation (either direct or through

photoconductive switches) and optical probe can be used.

T L R

n=1 UNPUMPED ABSORPTION 1

ABSORPTION

1514 154 457 160
ENERGY (eV)

Fig. 4 - Pump-and-probe transient absorption of a 250A GaAs
MQW sample. Carrier density is 10'2cm 2. one obser-
ves strong bandfilling and reduced absorption at
short times. At longer times and lower bandfilling,
the almost square absorption edge due to the 2D DOS
is observable as excitons are screened. Notice the
shift of n = 3 absorption edge due to bandgap re-
normalization (from Shank et al.34).
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Fig. 5 - Time-evolution of GaAs 7BK MOW exciton Tuminescence
at 2K (left) and time evolution of the average exci-
tons energy (right). Notice the change in spectral
shape of the exciton band. The measured energy rela-
tion rate is much slower than the calculated homoge-
neous rate, due to the required spatial motion in
the disordered exciton band (from Matsumoto et a1.37).

Transient luminescence spectra are usually not simple to analyse as
the rise and fall-time of a given emission peak depends on the history of
the excitations and on the actual lifetime of the emitting state. The case
of the GaAs/GaAlAs exciton emission is very clear in this respect : due to
the site-to-site migration of excitons, the time evolution of the exciton
band is not homogeneous (figure 5) and the energy relaxation of excitons
depends in an essential way on the spatial migration37. In some cases, one
can analyse Tluminescence build-up and decay times with simple cascade
models. Exciting at characteristic energies of the physical system, one can
then determine separately the various decay and transfer times (this is the
equivalent of time-resolved PLE spectra). This has been performed by Gobel
et a1.38 on GaAs/GaAlAs QWs and allows to determine capture times, inter-
subband relaxation and exciton lifetime.

IV - ILLUSTRATIVE APPLICATIONS OF OPTICAL TECHNIQUES

The overwhelming property of quantum wells : the very high quantum effi-

ciency

Whereas the bulk of attention has been focussed on the size quantiza-
tion of energy in QWs light emission, the most evident and ubiquitous
effect is the much larger quantum efficiency than in 30 reported in all
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materials systems studied up to now : GaAs/GaAlAs, GalnAs/InAlAs,

GaSb/GaAlSb, GalnAs/InP, CdTe/CdMnTe, GaAsSb/GaAlSb, ZnSe/ZnMnSe etc... The

origin of this enhanced radiative efficiency is not quantitatively worked

out and might be the result of one or several of the following effects, on
radiative or non-radiative recombination, depending on the materials sys-
tems and on growth conditions :

- Due to the larger exciton binding energy, correlation effects in light
emission can be stronger (increased e-h overlap) and exist at higher
temperatures.

- As evidenced by Petroff et al. interfaces can act as efficient getters
for impurities which would otherwise act as non-radiative centers (fiqu-

39

re 6). The smoothing action of interfaces also diminishes structural
defects and therefore non-radiative recombination centers. The improve-
ment in quantum-efficiency of material grown after a superlattice buffer
layer has been widely -eported.

- Dislocations in QWs have been shown to be inactive as non-radiative cen-
ters, although selective etching reveals that dislocations are present40.
No complete explanation of this phenomenon has been given which could
either be due to inefficient capture by dislocations in 2D or by dimi-
nished gettering of impurities by dislocations due to the more efficient

gettering by interfaces.

Fig. 6 - Dark-field TEM picture of a substrate - Gars Inter-
face. Notice the smoothing action of the MQW.
Scanning cathodoluminescence spectra evidence a lar-
ge density of non-radiative centers in rough areas
(after Petroff et a1.39).
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Inactivity of impurities : as will be discussed below, extrinsic recom-
bination processes involving impurities {electron to neutral acceptor
recombination, bound excitons, etc...) only appear in QWs at significan-
tly higher impurity concentrations than in 3D. This might be due to the
more efficient intrinsic radiative recombination mechanisms or to ineffi-
cient 2D impurity capture mechanism , although this Tast point has not
been theoretically evaluated.

Free exciton luminescence

In high-purity QW's, the photoluminescence spectra consist in only few

lines, in sharp constrast with bulk material of similar purityzs. These
Tines were shown in GaAs QWs to be due at low temperature to free exciton
recombination by the following ana]ysis28 :
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Fig. 7 - Luminescence, spectrum and circular polarization
spectrum under circularly polarized excitations (a)
and transition probabi1itiesib)cﬁ_excitation creates
more -1/2 electron spins which recombine with heavy
or light-holes by emitting circularly polarized light
with opposite polarizations. This observation of oppo-
site polarizations on the two peaks in (a) together
with other experiments establish that the Tuminescen-
ce ;gnes are due to free excitons {(after Weisbuch et
al.®").
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- The quasi-coincidence of the luminescence Tlines with PLE peaks indicate
that they are due to exciton-related features and not to band-to-band
recombination (figure 3).

- The temperature and exciting Tlight intensity dependance of the high-
energy slope of these lines show that they are due to free-moving parti-
cles with associated kinetic energy.

- Spin memory experiments involving the analysis of the circular polariza-
tion of emitted light under circularly polarized excitation demonstrates
that the two lines in figure 7 are due to two-particle excitation (i.e.
free excitons) involving heavy and light holes.

It appears that many of the QW systems should Tuminesce through free

exciton emission, but this has not be usually proven by the same detaijled
analysis as in the low-temperature GaAs/GaAlAs case.

Energy level determinations

The exciton energy level is given by :

_ e h
Ex = B * Econf * Econf ™ Ry (10)
e h - :
where Econf and Econf are the confining energies for electrons and holes

and RX is the exciton binding energy. Although the exciton Tuminescence
energy only gives an approximate value for the exciton energy, it has been
sometimes used to evaluate the various terms in equation (70). More often,
absorption, PLE or PR peaks have been used to measure energy levels in
Qws4]. Exciton binding energies have been determined from the distance
41 or from PLE measurements in
+ gD through (10) has been

conf
. Although this might appear

between n = 1 and n = 2 absorption peaks

10 , . e
. The determination of Econf4

widely used to assess bandgap discontinuities

magnetic fields

as a simple task, it is a rather involved problem due to the number of
fitting parameters which can be used : Q = AEC/AEG, electron and hole
effective masses, Ry. Interband energies do not suffice to unambiguously
1.9 who would fit all GaAs/GaAlAs
QW data with different Q's by adjusting hole massesaz. Forbidden transi-

tions, by allowing an intraband energy to be evaluated, allow a much shar-

determine Q, as was shown by Miller et a

per determination of Q42. The precision of the optical methods is however

still a matter of controvcrsy43.
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Carrier capture in quantum wells

It was argued early that inefficient carrier capture 1in narrow quantum
wells might be a limiting process in the performance of QW lasers. The
various measurements, either C.W. or transient, show that this is not the
case (figure 8). The capture time is of the order of 0.1 ps, which cannot
influence laser operation. A very simple proof is provided by the usually
small or unobservable C.W. luminescence from barrier materials, which shows
that barrier material states have a very low probability of occupancy and
are depleted by carrier capture into the wells. Theoretical calculations
have predicted smooth oscillations in the efficiency of carrier capture
into wells as a function of well thickness45. This was explained by the
increased efficiency of LO-phonon assisted capture whenever a quantum well
state reaches the top of the well. However, the only experiment reported so
far evidences a decrease 1in capture efficiency explained by increased

thermal excitation out of the well whenever such a situation deve]ops46.

#598 o
T 5K 100 Awell

25 A well

LUMINESCENCE INTENSITY (a.u)

17 ' 15 13
PHOTON WAVELENGTH (um)

Fig. 8 - Luminescence of a GalnAs/InP sample with single QWs
with indicated thicknesses. Such samples were first
introduced by Frijlink and Maluenda44 and are very
useful to compare QWs grown at once under constant
conditions. One observes here that carrier capture
into wells depends only weakly on well thickness., The
constant measured energy shifts while one observes
spectra at different points on the wafer indicate that
they originate in macroscopic variations of QW alloy
composition, as changes in QW thickness would Tead to
unequal shifts (after Razeghi et a1.32).
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Interface disorder

The systematic study of MBE GaAs QWs with varying thicknesses shows
that linewidth increases with decreasing layer thickness47. Due to the spa-
tial selectivity of PLE spectra, it is possible to assign in MQW samples
such a linewidth to intrawell thickness fluctuations rather than to layer-
to-layer thickness differences. One certainly expects the Tocal Tlayer
thickness to be defined at most to + a/2 precision, where a is a monolayer.
If the well-defined portions of a layer had a lateral extension large as
compared to the exciton diameter, one would observe discrete exciton ener-

gies along (10}, corresponding to the various values of Eé%nf + Eé%nf when
scanning the layer. This has been indeed sometimes observed for continuous-
48

1y grown samples and gives rise to sets of sharp luminescence peaks .

Usually, the "isiand" structure of the interface occurs on a scale of the
[ ]

order of the exciton diameter {(~ 300A). In that case the energy fluctuation

49. One then observes

will depend on the ratio of island to exciton diameter
a quasi-contiruum of exciton levels corresponding to the various islands,
with a linewidth determined by the average energy fluctuation. The fit of
measured va]ues47

thickness fluctuations of a single monotonic layer, which evidences that

yields a layer fluctuation equal to that predicted from
o

the island have an extension of ~ 300A, which is actually confirmed by X-

rayso and TEMS] measurements. In MOCVD GaAs samples, one observes narrower

spectra, which ever get sharper with increasing deposition temperaturesz.

As no discrete line is observed, this is explained by assuming that the

interface island size is significantly smaller than the exciton diameter,
leading to thickness averaging over the exciton wavefrinction.

The avaibility of layer growth control provided by RHEED oscillations
in MBE chambers has led to the concept of interface remodelling through

growth interruption at interfaces53

: this leaves time for atoms to migrate
to energy-favorable nucleation sites on the interfaces. In this manner,
extremely sharp luminescence peaks have been observed, corresponding to
atomically-flat island sizes in the micron range54. The improvement on
interface quality has been shown to depend strongly on growth condition.
Several authors have stressed that the improvement was greater on the

usually "bad" inverted interface.

The most widely studied <ystems besides the GaAs/AlGaAs materials
system have been the GaInAs/InP and GalnAs/InAlAs. In addition to the usual
broadening mechanisms encountered in binary semiconductors, one has in

addition to evaluate the influence of alloy disorderss. This has not
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been completely worked out yet in the bulk Ternary semiconductors, although
the work by Cohenss, in particular in the indirect-gap GaAlAs case, bhas
been quite successful in pointing out some of the aspects of alloy lumi-
nescence. One of the major issues is the amount to which one can consider
an alloy as homogeneously random, whereas there is strong evidence both to
microscopic57 and macroscopic variations of the alloy composition (figu-
re 8).

Dynamics of excitations

The existence of spatial disorder in QWs makes them very interesting as
a prototype 2D disordered system where the strong exciton-photon coupling
makes optical techniques very sensitive. Very detailed and elegant pionnee-
ring experiments were performed by Hegarty et a1.58. in order to sort out
the dynamical properties of such a system. We refer the readerto areview
article by Hegarty58 on the comparison and results of the various techni-
ques (transient gratings, . hole-burning measurements, degenerate four-wave
mixing, photon echoes etc...) and only discuss here the most puzzling
measurement, the resonant Rayleigh scattering intensitysg. Shown in figure
9 is the result of such measurements together with the absorption (as
revealed by PLE) and luminescence spectra. In the case of an inhomogeneous
broadening, formula (1) represents the 1local dielectric constant with
eigenenergy W, and homogeneous broadeningf‘h, characteristic of that loca-
tion and energy. The displacement of the Rayleigh scattering curve versus
the DOS as measured by the absorption curve evidences that Fh incrases from
the Tow energy side of the DOS to the high energy side, showing the exis-
tence of a mobility edge in this 2D disordered system : above that edge,
Tocated in the middle of the exciton DOS, excitons move freely throughout
the Tayer and are therefore strongly damped bty various interactions. Below
that edge, excitons are fixed and weakly damped. In terms of scattering
]6, the pic-
ture is very simple : above the mobility edge, strong damping leads to

efficiency, 1if one considers excitons as classical oscillators

optical-field driven oscillators with a small amplitude, thus to a small
scattered intensity per oscillator. Below the mobility edge, each oscilla-
tor reaches a far greater oscillation amplitude. This explains why the
maximum of scattered 1ight occurs below the mobility edge, even though this
corresponds to a smaller DOS. The luminescence is further displaced towards
low energies as it corresponds to energy-relaxed excitons in the disordered
band. All other transient measurements support the description in terms of
mobility edge, 1in particular transient grating experiment which directly
probe spatial exciton transportsg.
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(-]

scattering) of a 5TA GaAs MQW sample at 5.7K (from

Hegarty et a].sg).

When dealing with atomically flat QWs grown by the interrupted-process,
excitons do not experience inhomogeneity of the layer thickness. In that
case neasured linewidths only evidence an homogeneous broadening in degene-

60

rate four-wave mixing experiments . Luminescence peaks also excactly coin-

cide with excitation spectra peaks.

Impurity-related Tuminescence

Although pure samples exhibit intrinsic recombination lines, purposely
or inadvertentely doped samples display a variety of impurity related 1i-
nesG]. The situation is complicated by the variation in impurity binding
energy due to the location of the impurity ion relative to the well inter-
face. One of the most striking impurity-related luminescence occurs for
growth-interrupted samples in which a large carbon acceptor concentration
E1ilds up at the interrupted interfaces. With purposely-doped samples in
which the dopant location was well-defined, it has been possible to map the

impurity energy levels as a function of position in the we1161.

Modulation-doped samples

The luminescence of modulation-doped sample has only recently received
attention, although they give very useful information on such structu-
re562 : figure 10 shows the schematics of light recombination in such sam-
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Fig. 10 - Luminescence and PLE spectrum of a 221X iodulation
doped GaAs MQW sample at 2K
Left : (a) Schematics of experiment ; (b) Scheriatics
of transitions in E-k space.
Right : Observed spectrum in the z-direction perpen-
dicular to layers (from Pinczuk et a1.62).

ples and the recorded spectrum for a sample with two occupied electron
subbands. By analysing the spectrum, Pinczuk et a1.62
energy of the electron gas, the position of the two subbands and the band-

deduced the Fermi

gap renormalization due to the high density of carriers. The peak 1in the
PLE spectrum shows the existence of excitons at high densities.

Figures 10 a and b explain how one can perform the k-space spectroscopy
of hole levels : as electron states are filled up to the Fermi energy,
recombination intensity probes the occupancy of hole levels and the transi-
tion probability. As holes tend to be rather heavy, one can in first appro-
ximation assume an even distribution of holes in k-space. Intensity changes
are then only due to matrix element and DOS changes. In the geometry of
emission of light propagating in the plane of the layer, the zero-order
selection rules shown in figure 1 forbid any TM emission from the heavy
hole band. Any TM emission is therefore due to hole band mixing. By
complete calculation of band mixing and transition probabilities,

63 were able to calculate the forbidden luminescence

Sooryakumar et al.
spectrum. The excellent prediction of the band-mixing changes induced by a

uniaxial pressure definitely proves the accuracy of the calculation(fig.11}.
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Fig. 11 - Luminescence along the y-direction in layer plane
of a 1663 modulation-doped GaAs MQW sample at 2K.
I and IZ are the two linear polarizations of the
electric field of the optical wave (TE and "for-
bidden" TM modes respectively). The three (a) cur-
ves are obtained under zero and non-zero uniaxial
stress in the two indicated directions. The (b)
curves show the calculated Tuminescence curves

{from Sooryakumar et a1.63).

V - PRINCIPLES OF LASER ACTION IN QUANTUM WELLS

Background on semiconductor lasers]3

self-oscillations of 1ight enitting systems

i) Lasers are based on
have gain overcome

through stimulated emission. In order to
one needs to have inversion of the quantum states between
is to occur. This means that one has to
or

absorption,
which the laser trans “ion
fill the conduction band states of a semiconductor Tlaser over «T,
actually a few kT.
ii) One uses emission in an optical cavity in order to concentrate the
emitted photons in only a few modes through reflections back and forih
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on the mirrors. As the quantum stimulated emission probability is
proportional to the number of photons per mode, one increases in that
way the efficiency of emitted photons.

ii1) A main parameter is the optical confinement factor I which represents
the fraction of the optical wave in the active layer material, i.e.
the efficiency of an emitted photon to interact with another e-h pair
in order to further induce stimulated emission. This confinement fac-
tor depends on the active layer thickness and on the difference in
index of refraction between the active layer and confining materials.

As indicated in figure 12, the d2 variation of U for simple hetero-
structures (because of diminished overlap of an optical wave which becomes
wider with decreased active layer material) leads to extremely small values
of T in quantum wells, typically 4.10'3 for d = 1005. Using the separate
confinement heterostructure (SCH) scheme, with a fixed cavity to confine
the optical wave separately from the electron wave (quantum well), one
obtains ['~3.1072 in a 100A GaAs/GaAlAs QW.

The medium gain It at threshold is obtained by stating that the opti-
cal wave intensity after a roundtrip in the cavity must stay equal, under
the opposite actions of Tosses and gain. This is conveniently written as :

2.2(rg,, - alL _

I, R%e th =1, (m
where R is the facet reflectivity, T Ieh represents the modal gain per unit
Tength of the optical wave, o sums all the various loss mechanisms such &s
free carrier absorption, light scattering by wavequide imperfections,
barrier material absorption... and L is the Taser length. Equation (11) can
oe rewritten in the form :

Fgen = a + 1/L Log 1/R (12)

In GaAs/GaAlAs lasers, the first term is usually 10 cm'] and the second
40 cm_] for a 300p long laser and uncoated facet reflectivity of 0.3.

The threshold current is known once the gain versus injected current is
determined. This can be readily done by using the carrier density as an
input parameter. One can both calculate for that density the maximum gain
and the required injection current from the known radiative and non-radia-
tive recombination channels. As mentioned above, gain occurs only once a
significant inversion has been achieved.
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Fig. 12 - Comparison of confinement factors and density-of-
states (DOS) in DH and QW structures. Left : Sche-
matics of conduction band extrema and corresponding
optical wave for a double-heterostructure (DH) (top),
single quantum well (SQij (widdle) and Separate Con-
finement Heterostructure (SCH)(bottom).Note the width
of the optical wave in thea SQW as confining waguide is
too thin, whereas in the SCH case the optical waveform
is independant of the quantum well thaickness as it is
confined by the intermediate composition layer.
Right : Schematics of the DOS (dashed curves) and occu-
pied states (cross-hatched) for DH (top) and SQU
(bottom) Note the change of horizontal scale, due to the
nurerous allowed kz states in the DH.

Single quantum well operation

There are two main effects in opposite directions which occur when

corparing QW and DH lasers :

(i} The DOS to be inverted decreases as one has only one or a few per-
pendicular-morentum quantum values (as rany as popuiated states) vs a
few tens in a typical 1500 A thick DH laser (figure 12).

(ii) The confinement factor is decreased (typical DH value of 0.4).
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Fig. 13 - Various quentum well laser structure schematically
depicted by their conduction band edge space varia-
tion (left-side of each figure) and their 2D density-
of-states {DOS) (right side).

a} : Single Quantum Well. Each quantized well state
introduces a 2D DOS equal to mt/rh?, while the
onset of 3D states at the top of the well intro-
duces a much larger DOS.

b) : Multiple Quantum Well (MQW) : Each quantized
state introduces a 2D DOS equal to N m*/wﬁz, N
being the number of wells.

¢) : Graded-Index Separate Confinement Heterostruc-
ture GRIN-SCH laser. Note the ladder of quantum
states in the graded region.

d) : Separate-Confinement Heterostructure (SCH) la-
ser : The intermediate-composition layers in-
troduce a Targe DOS, not as far apart from the
ground state as in the DH, SQW or MQW cases.

As discussed above, the single QW DH structure Teads to T~ 4.]0‘3, an
unacceptable value and one has to resort to the various structures shown on
figure 1364. Focussing on the single QW structures 13c and 13d, one can
show that the decrease in confinement factor almost exactly cancels the
decrease in quantum states to be inverted at threshold.

The good operation of single QW lasers therefore relies on soie more
subtle effects65 :
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Fig. 14 - Schematics of the required carrier population to
achieve a given gain in 2D and 3D systems.
a) : DOS in 2D and 3D systems with equal thicknesses
b) : Required numbers of electrons and populated
states in order to achieve equal maximum gains

in the gain curves shown in (c) (from Tsan964).

(i) The square DOS is of course advantageous to build a more significant
gain for a given injection, the maximum gain will be obtained at the
bottom of the band and not like in 3D at the maximum of the product of
the 3D DOS times the Fermi-Dirac occupancy factor (figure 14). This
makes QW lasers extremely efficient at 1low temperatures where one
retains finite gain even at vanishingly small injection current. There
is however a price to pay for this high injection efficiency : the
gain saturates once complete band filling is achieved. The only way to
recover more gain and eventually reach threshold is either to reach
and populate another confined level or to use multiple quantum wells :
one muitiplies the saturated value of the single QW laser gain by the
number of states which can be populated. However one has first to
invert the new states at the bottom of the bands (figure 15).

(i) As mentionned above, allowed transitions occur for a selection over
k~states which forbid TM emission for heavy-holes. It also Teads to a
matrix element which is 50% larger than the k-space averaged 3D matrix
element23,66-68

(iii)Some electron~hole interaction which could enhance the radiative
recombination probability might be present al the carrier densities
observed in QW lasers.

(iv) The high radiative efficiency usually observed means that a Tlower

286




L, = 100A

401

MODAL GAiN (cm™)

201

1 1 1
0 100 200 300 400 500
CURRENT DENSITY (A/cm?)

Fig. 15 - The modal gain (I'g) variation as a function of
injected current density for various numbers of
quantum wells. Note the saturation of the n = 1
quantum state for the single QW laser above
~ 100 A/cm2 and the onset of n = 2 quantum stat-
transitions leading to higher gain at 300 A/cmz.
Net gain starts at higher currents for increz:ing
number of wells because of the increasing numkbar
of states to be inverted. Well thickness is 100 R
(from Arakawa and Yariv73).

injection current will be required to achieve the carrier density at
threshold.

Through detailed calculations all the observed features of QU lasers
have been exp]ainedss’ﬁg. In particular the advantage of the GRIN-SCH
(figure 13c) over the SCH (figure 13d) is well-explained by the important
population of the confining layer quantum states under normel QW laser
operation. Also, the difference in temperature dependances of the threshold
current, described by an exponential variation with a characteristic factor
To has been justified : The To decreases in GaAs/GaAlAs lasers from
excellent values for MQU lasers (figure 13b) to poor values in SCH lasers,
with GRIN-SCH lasers having intermediate values. This is mainly due to
increased carrier Jeakage out of the "useful" QW states into confining

layer states.
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One of the puzzling results has been the very poor operation of
GalnAsP-based single QW Tlasers in the 1.3 and 1.5um ranges. Experiments
showed that SCH single QW laser could not 1lase on a quantum well
transition. What happens is that carrier temperature increases so rapidly
with injection that the maximum gain actually decreases with increased
carrier density and a large cavity population builds up, until Taser
enission occurs for the cavity materia165’70. This can be readily
understood by detailed calculation : as QW lasers operate with poor I's,
they require a high volume gain Y- This requires a higher carg;e;]density
in QWs than in DHs, which leads to higher Auger recombination """, even
though the Auger coefficient has been measured to be the same in 2 and
3D72. This high-density operation of QW lasers puts severe conditions on
the optimization of laser operation whenever a detrimental non-linear
effect is present. One rust therefore examine in details the pros and cons
of 2D operation for each materials system. Multiple QWs lead to Tlower
densities, but at the same time lead to some loss of the 2D advantage as
more and more states have to be inverted before obtaining any gain
(figure 15).

Additional properties of quantum well lasers

Besides their good current threshold and To’ QW lasers possess a number
of additional important features which make them highly useful. As can be
seen in figure 14, at low injection, gain increases faster with carrier
density in 2D QWs than in DHs. Therefore, QW lasers have a high-
differential gain dg/dl where I is the injected current. Due to it, Arakawa
et a1.73 have shown that an increase in speed response of a factor = 2
could be expected from QW lasers over DH lasers. This was confirmed by Uomi

et a1.74
73

. From the same high-d*fferential gain in QW lasers, Arakawa et
and Burt75
This improvement has been directly measured by Noda et al.

al. have predicted narrower linewidths than in 3D DH lasers.

76 in DFB lasers.

The QW metallurgy also allows new manufacturing techniques. Impurity-
induced interdiffusion of quantum wells has been evidenced in many
materials systems with various n and p-type implianted Species77. It allows
to transform an implanted region with thin wells and barriers ‘into an alloy
with the average composition. Such an alloy has the usual properties of
light and carrier confinement. Therefore, one can use such an effect to
construct a variety of stripe-geometry lasers, window lasers (i.e. lasers
where the active regions does not extend to the external facets) etc...
Excellent results have been obtained by such techniques which permit to make
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complex devices with simple planar-type operations while one would
otherwise require multiple-step etch and deposition proccesses78. In
particular, a three-fold increase in catastrophic-damage threshold was
demonstrated in window 1asers79. The spatial precision of the inter-
diffusion process is in a spectacular way attested by the recent
fabrication of 1D quantum wires and OD quantum boxes80 with Tateral

definition below 1000 .

Although relatively few degradation studies have been reported on QU
lasers, they all point to very good perfomnance564. This might be due to
several factors, including inactivity of dislocations, stabilization of
defects by interfaces, smallness of the carrier-induced facet degradation
as the active layer is much thinner than the optical cavity. The catastro-
phic failure due to crater forination at the cleaved facet at high powers
does not then lead to the deterioration of the quality factor of the opti-
cal cavity.

Applications of QWs to integrated optics systers with high performance
is also very promisingSI. As was described in details by Okanoto et a1.8],
optical absorption of passive MQW waveguides is very low at the laser wave-
length of the same MQW structure due to the Tow 2D absorption tail at the
energy-shifted laser emission. QWs also lend themselves easily to wave-
length modifications through thermal or impurity-induced interdiffu-
77,78,81 69,82 of the shift from n=1 to n=2 QU
laser emission when changing cavity Jlosses should open the way to

sion . The recent demonstration
wavelength-agile Tasers once active modulation of cavity losses are
achieved such as in a C3 laser.

VI - EVOLUTION TOWARDS 1 and OD

Several papers have theoretically shown that 1 and 0D physical systems
should in principle have even better performance than the 20 QW Taser

system thanks to their advantageous D0583’84

. Although this is in principle
true, we would like to emphasize two important difficulties associated with

Tow-dimensional systems.

The importance of fluctuations

Interface disorder is limiting recombination Tine sharpness in quantum
wells, although some recent dnterrupted-crowth experiments evidence
excellent improvement (however at the expense of high-impurity incor-
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poration). In a series of very demonstrating experiments, Okamoto and his
groupal have shown that in order to reach short wavelengths with quantum
wells, the use of ultra-narrow quantum wells led to unacceptable Tlinewidth
increase, leading in turn to inhomogeneously-broadened gain curves. It is
only by an optimization of quantum well thickness and alloying that a short
red wavelength was obtained with a reasonable threshold. From this example,
one sees the importance of size fluctuations in 2D. It is at the moment
difficult to imagine 1 and 0D systems which would not exhibit significantly
broadened homogeneous and inhomogeneous linewidths, as a large number of 1

and OD systems have to be operated together.

The required high density of states, i.e. high number of 1 and 0D systens

As is evident from the above discussion of the 2D QW laser, one cannot
diminish too much the active material volume for two reasons :

(i) To achieve significant gain, required carrier densities per 1 or 0D
well would be so high that total band filling would occur before enough
gain would be obtained.

{11)The confinement factor would be vanishingly small.

Therefore, one definitely needs constant confinement factor and
constant total number of states when going from 3 to 2 to 1 to 0D, in order
to obtain the advantages predicted theoretically (figure 16). One has
however to remember that this then represents millions of 0D quantum boxes
to be fabricated for each laser and with little or no size fluctuation !
The systems which have been fabricated so far are those of Petroff et

al.80, Reed et al.ss, Kash et a1.86 which were studied by photo-or

electro-luminescence. Those of Miyamoto et al.87

were current injected. All
those systems were fabricated by lithographic techniques and one might
wonder wether this could ever lead to an industrial fabrication method.
Another way to obtain 0D systems is to fabricate them into spheres by
condensation. This method recently reviewed by Brus88 could be more

manageable,

The full OD quantization occuring for 2D systems when placed in a
strong, perpendicular, magnetic field is uniqueg9 ; The magnetic field
creates at once millions of quantum boxes with sizes equal to the cyclotron
orbit radius : one retains all the 2D quantum states, as it is well-knoun
that the degeneracy of a Landau Tevel is exactly equal to the number of
states which were previously situated in the energy range between two
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Fig. 16 - Schematics of 3D, 2D, 10, OD quantum systems and
corresponding DOS's (left) and gain curves (right).
The same number of carriers is injected in the

systems and an inelastic broadening time of 10']3

s is
assumed in all four cases. One should bear in mind
that the rodal gain entering eq.(12) is the product
of the gain shown here times the confinement factor,
and that lower D systems are better only insofar

they retain a sufficiently high confinement factor

(from Asada et a1.84).

adjacent Landau lzvels. Therefore, tha nuwber of states and the confinement
factor are the same in the 0D syster created in a strono magnetic field as
in the originz1 2D system. The experizents parformed up to now have however
never evidenced huge effects, just an anisotropy of the spontaneous
emission spectrum, which shows the creation of 0D quantum statessg. The
quantum-wire system obtained when placing a 30 DH laser in a strong

magnetic field has shown the expected enhanced bandwidthgo.
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